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Abstract In P. L. Hsu (1941) , the proof of the basic Lemma 3 is based
on Lemma | which is wrong. The aim of this note is to correct the proof of
Lemma 3, consequently, to ensure the main theorem in P. L. Hsu (1941)

i . Introduction

Consider k p-variate normal populations with mean vectors (¢,,, Sus S,
i =1,2,+, k and a common covariance matrix Z = |o,, |. Now,let &= (&,
gZI’ “.’gpi) and .
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The geometrical meaning of the rank of ¢ is obvious, if its rank is one , the
k centroids of the k& pdpulations are coincident, if it is two, the centroids are
collinear but not coincident, and so on. So, the rank of ¢ is important in cer-
tain problems of inference in the area of multivariate analysis.

« Suppose there are k samples, with size m, , m, «, m, , respectively, drawn
from the k populations. Let
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It is not difficult to see that the rank of the matrix | ¢,,|is one less than
that of ¢.On the other hand, the rank of |4, |is in turn equal to the number
of positive roots of the determinantal equation

|#,,-40,, | =0 (3)
because the matrix | ¢, |is nonnegative definite and Z = |o,,[is positive defin-
ite. Thus, the problem to investigate the rank of ¢ turns out to be the problem
to investigate the number of positive roots of (3).A review of the literature
on testing for the rank of X!y is given in Krishnaiah (1982) .

Now,let us consider the samples drawn from the 4 multivariate normal
populations. Let (x,,, *+, x,,) denote the mean vector of the 7 -th sample and

(xy, **+, x,) denote the mean vector of the grand sample,s; , (i, J =1,2,p)
the second moments about the means of the ¢ —th sample. Write

k
a;j :2 m (X, —x;)(X; —~Xx;)
t 1

&4

g
A

I
7]

m.s;
=1

L =min(p, k-1)
L =max (P, k-1)

It is obvious that the matrix |a,; | is nonnegative definite and has rank /,,
and 'that the matrix |5, [|is positive definite provided that N — k > p . Hence
the determinantal equation in ¢

la,,— 65,1 = 0 (4)
has a root zero of multiplicity P2 -/, and /, positive roots.

The I, nonzero roots of (4) play an important role in discriminant analy-
sis . Their distribution depends solely upon the roots of (3) , and their exact
distribution is known in the case that where all roots of (3 ) are zero (see Fisher

(1939) , Hsu (1939) , and Roy (1939)).In the general case, Hsu (1941) obtain-
ed the limiting distribution of these positive roots and it is given in the follow-
ing theorem. |

Theorem (P. L. Hsu) .Suppose the sample sizes satisfy the condition m, =

k
mq, t =1, 2, « k. Let ¢ =) q, and N =mq (note that the roots of (3)
. =N

is independent of m in the present case).Suppose that (3 ) has positive roots
Ay >4, >ew>1 > 0 with multiplicities u, , u,, *, 4, , respectively. Write
a, = 09 a, =ah—1+”h9 h =1,2,°;',V, r =a,.
Also write the positive roots of (4) as ¢, >¢, >e>¢,>0. Define
-1
$=IN @2 +44,) (=4, (i=ap_ + Lywa,, h=1,2,
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L=N4, (E=r 1y w1y
Then the limiting distribution density (as m-»co) of ¢, , e, ¢, is given by

D({l, eee ; )D({ .“’gaz).“D(;a”_l'*' 19‘“’;a')Dl(£r+ 1 on’gll.) ( 5)

a+ 1’

where

D(x,+x, )-(—é—)”(f]r(——)) ‘{I'[ ﬁ (x,= X))o

f=1j=7i+
exp{ '_'—21-"",2”"1"12 } (c0>x) 2>x; >eee>x,> — co) (6)
rn, -r -L( Lt 1 1 i i -
Di(¢,, s d)) = (—)2‘” Ym0 1){11:[11'(712——5r-5—+-;—)1"(—;—)} '
/ / I L, ., _ !
{i =H+ =l-r|I+ 1(§‘_ ;j)}1{=lj+ 1;1 } = - 2L =:+ 1{’} (°°>§r+ 12'"2
;11209 nlzk“‘l). (7)

Unfortunately, Lemﬁ)a 1 in the paper of Hsu (1941) is not correct. The main
result of Hsu is based upon the above lemma, Recently, Prof . W. Q. Liang
found this mistake and gave a counterexample. The purpose of this note is,
according to the suggestion of Professor K. L . Chung, to give a new proof of
Lemma 3 in Hsu’s paper; this lemma plays a key role in the proof of the
main theorem of the result of Hsu.

2. A Countoroxamplo'

To clearly understand the counterexample, we have to restate here the Le-
mma | in Hsu (1941) .

Let Q,(n=1,2, ) be a random poim. with a finite number, independent
of n,of coordinates,and let its domain of existence be the Borel set E,

Let

E.CE n+ 1(” = 1,2,"’)
and put

limB,=E.

Let the probability of Q, apprqach a limiting probabili,ty function, which is

continuous, as 7 —»co,
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Let f,(P)(n =1,2,+) be a real point function defined and Berel measur-
able in E,  Let

im f,(P) = 0 throughout E
n >0

then the random variable f,(Q,)—> (0 in pr.as n-»o0,

Example |. Let p, denote the n"* prime number,and let F, = {pL,EZ_’...’
Pa ;. Define
P,
1 if peF,
fepr ={
0  otherwise.

Evidently, we have
fn(P)—’Oy Y pe(o, 1) .

Define random variable Q, with its distribution function

X
F,(x) =P(@,<x) =Xl  Pur 1 ¢

27, 2P, ! (u)du

e (0,1

where k,(x ) is the number of elements of F,, which are less than x,and [,
denotes the indicator function of the set A. It is obvious that F, tends to
R(0, 1), the uniform distribution over the interval kO, 1), as n—»oo,
Also, we know that E=E, =(0, 1), n=1,2,+. But we evidently have

P(f,(Q) =1)=P(Q,€F,) :5'2—;:1- -

In fact, we can construct an example in which all the f,(P), 7 =12, -,
are continuous and all the distributions of Q,, # =1,2, ¢, are absolutely con-
tinuous, but the conclusion of this Lemma is not true.On the other hand, we
can show that if each Q, has a probability density ¢, and g, tends to a limit
density ¢, then the conclusion of this lemma will be true.

But, we omit the details since the main purpose of our paper is to give a

correct proof of Hsu’s theorem and not to give details of counterexamples of

his lemma .

3. Proof of Hsu’s Theorem

write

— 294 —

© 1995-2005 Tsinghua Tongfang Optical Disc Co., Ltd. All rights reserved.



Y
u|=k“1, n=~-k, v=N2

o 1 v 2
a = = -~ N) -
Y Z'y”y”’ :‘u ~/2=Nr(:;§;121' ),.
_1 ¢ L .
u, —mglz,,zﬂ i+j, 1<i, J<1’
In[5] , it is correctly proved that the distribution of the positive roots
of (4) is the same as that of the following determimantal equation
2?4 +vC-0dU+ D | = 0 ' (9)
where
ﬁul 19 **% U4y,
A= |a;l, U= 8 :
Upy 5 ooy J—z-“”

A-01,
. 1
D= T
‘ (Ay - ¢) I M,
- ¢Ip— r s
Cy *=Cy Ev/ .
c-|? P
C,, «C, E!
El C..E' 0
L. i -

Con=dB lyiy+yvu iy J=an 141, v, a4 h =12,
Cor= A v+ Ty, I, h<8, t=ay 1+ 1, = a j=as 1+1, =,
a,,
E,=J%, llyull, i=r+1, =, P, J=a,_1+1, = a,
~and {y,;, z,} has joint probability density
(27:)_%p(n'+")exp{—-l— pZ; i v +i Zn"va } (10)
2 11 j=1 ! v=1

i =1

In Lemma 2 of [ 5] , it is shown that all the u, /stend to iid.
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N(0, 1)'s.Though Lemma 1, which is not true, was ‘used in the proof of
Lemma 2,the correctness of Lemma 2 is easily seen. Its proof can be easily
modified and is omitted. The reader can refer to Lemmas 9 and 10 in X.
R. Chen (1981) . | | o |

According to this lemma,the u,/s in (9) was replaced by a set of
iid. N(0, 1) variables {w,;} (though'this was not obviously stated).But
the correctness of this approach would not be easily seen. For this, we need
the following lemma .

Lemma |. Let d be a positive integer and Q,, @ be probability meas
ures defined on (R‘,B(R‘)) such that Q,—> Q. Then there is a probability
space (R, F, P) on which we can define a sequence of random vectors

{X,} and X such that X,(e) >X(w) , ¥ @€ £, and that X, and X have dis
tributions F, and F,respectively. ‘

!1{ fact, this lemma is a special case of Skorohod representation theorem
(1956) . A further generalization can be find in Bai and Liang (1985)

Applying this lemma, we can define {Z;N), wis i, J=1,2,% Py, N=

(N) pointwise {

1,2,++} on some probability space such that {u,; w,;} as N-—»oo,

{u,,(N)} and {Z}N)} are identically distributed and that {w,;} is a set of

iid. N(0, 1) random variables. Since {y,,} is independent of {u,.](N)} s

we can also assume {y,;} is independent of {IZ;N’} . For the sake of simpli

city of notation, we still use {u;,} instead of {w;,/Ny . This is to say, we ass-
ume that
J2wyeeewy, . |
U—»W:( ) voeQ : (1D

}‘)pl ...*/—_wpp
(Note that, for different n,all the U’s do not still have the relations det-
ermined by (8) and (10) . '

Lemma 2. Let K>k be two positive integers. Suppose that f,(z) =
ay"z8+ et al™” >f(2) =a,z" +ee+a,, where al”’#£ 0,8, #0,n=1,2, . Let z,,

**, Z, denote the roots of f.Then we can suitably arrange the K roots of f,

(n) n) n n
as zy T, vy 2, ,27§+)19 seey Z; )such that
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z,‘"’zi for i <k, |z/™|—=ocofor i >k

as n-soo,
Proof. If K>k, then a;"’ >0 and a"’ —~a,#0, hence |a\" /a,'" |-

oo, By Weida Theorm there must be a sequence of roots, say z,((") which tends

to infinity. Thus, there must be a K - 1 degree polynomial P,éf)l(Z) , for

each n,such that f,(z) =(1 —;émP,éf’l (z) . Noting f,—=f, we get
. K

PX" (z)—>f(z) as n—oo, By induction, we can find that there are K - k

(n)

roots z; °, Jj=k+1, -, K, such that |z/(")|—>oo, also there is a k - deg-

ree polynomial P,f")( zZ)—+f(z),and all the £ roots of P,f"’( z) are the rem-

aining roots of f,.

(n)

We claim that there must be a root of P{"’(z) , say z"’, such that z, "’

—+2z, as n-»oo, Otherwise, there must be a positive number g such that

. (n) ‘
min z -z, | 26> 0
1<l<k| ! >4

k
holds for infinitely many n. Let P, (z) =b{"" ] (z-2"), where b"is the

s
is the coefficient of first term of P{"’(z) , On one hand, P;"’ (z,) >0 as n

' —»00, since P,f"’(z,)—»f(zl) =0, as n—;oo. On the other hand,

| P (zp] = 6" ﬁ |z, -2/ | > | 6" | & for infinitely many ».

Note [b{" |- |a, |>0 and we get a contradiction. Thus our assertion is
proved. By decomposition theorem of polynomial there is a & — 1 degree pely-
nomial P/ "), (z) such that

PV (z)y=(z-2z")YP{®, (z) and P",(z)=>P,_,(z) as n—oo,
where P,_,(z) is a k - 1 degree polynomial such that

f(z)=(z-z )P, _,(2) .

By induction,we prove the Lemma .
Split W into blocks according to the fashion of split of C. Write the bloc-
ks of W as W,,. Since U—-W, v 0€Q, by lemma 2 we know that the /,
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positive roots ¢, (excluding the 2P -/, multiplicity of root zero) satisfy
¢1=Ah+0(1)9 i:ah—1+1’ o0y A, h =1,2,%, V'f’l (12)
where 4,,,=0, a,,,=/ .Set A<:hrréin (Ay= 2444+ >0. In what follows , we
1 v

fix 0eQ, Substimting ¢ =4 +on into the lefthand side of (9) , dividing by
. ;

»? the first #, rows and the first #, columns of the determinantal equation in

(9) , and letting N-—»oco, we find the lefthand side of (9) tends to

Chn- AW, -~ oy
(}'2 - /11 ) qu

det NERRY
v 1 #'—/1111," ‘

"

which is a 4, — degree polynomial in #» and whose roots are the same as that
of the following equation

det |C\ - AW, -nl, | =0 ' (13)
By (12) we know when N large enough

lo, - 4, | <%A, P=a, 41, e a4, h=1,2,%, v+l

Write n, = (#, - 4,) /v and denote by :"1’>"2>"">"”1>0 the roots of (13) .
Then we have

|7, | <4/30 i =1,2,+, u=a
;Ii <—2A/39 i =a;+ 1, =, 11

By Lemma 2 we know that

n= [ =1,2,° # =a

; > =% i =a + 1, = I.

Consider the g, x 4, matrix C,~ 4W,,. The diagonal elements of this mat-

rix are
Zmy“"fz—llwu~«/24$+4/1, N(o, 1),

and the off-diagonal elements are
JI; Y+ Vi) ~ A1”1}~~/'1'% +24 N(O; 1) .

Hence, the distribution of roots of. (13) is the same as that of
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|Jaf +24, Wy-nl]=0. . (14)
set ¢, =1,/ J2i +44 —>n, /2A + 4k , i =1,2,% #, as N-»co,

Following the same lines as the proof in [ 5] , the distribution of ¢,, i =1,2,
e, u, tends to that as stated in Hsu’s Theorem.
Similarly, we can prove that if write

;Ig =(¢l'_lll)/”9 i =ah_1+ l, oo, ah,hzl,z,"'g D,-'

then

n,—n, as N-»oco0
where #7,, i =a,_,+ 1, *+, a,, are the roots of the determinantal equation

ICA,,—A,,W“—r]I,‘.I =0
Set

£‘=—'Ti/\/2'11,+4'1;, ’ i;ah—1+19 *ee, a4,

Their joint distribution tends to that asstated in Hsu’s Theorem.

Finally, letting ¢ =p*¢ and substituting it into (9 ) , dividing the last p - r
rows and the last P — r columns of the determinantal on the 1 efthand side
of (9) , then letting N—oco, we obtain

p— —

A, 0 e E/
0 /12]“z eee () Eé
det | & 1 % i : =0 (15)
0 rQ eesd T ., E/
E, E, «E, A-!¢I

where A is the lower—-right (p—-r)x(p-r)submatrix of A (15) is equivalent to

—- .1 1 /
det (A—ZEIE;_"'_A_VEVE“—gl): 0 (16)
On recalling the elements of A and E,, (16) is in fact the following equa-
tion
det "eii—-((sij "= 0 (17

Where ¢,,=1, J,,=0 (for i #j) and

1]
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"

Write the roots of (17) as ¢, ., ==, £;, 0, *+0. (Note the rank of |e,,|
is I, - r, hence (17) has » - multiplicity of root zero.)Set ¢ =0,/0% i =r+
1, *=, I,. By Lemma 2 we know '

{i—>§l”’ i =r + 1, e, ]1.

According to the proof of Hsu, we know the distribution of ?,, i=r+
1, =, I, tends to that as stated in HSu/s Theorem.

The independence among each group of limits of the corresponding grou-
ps of roots is obvious.

The proof of Hsu’s Theorem is thus completed.
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