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A Note on “Non-independence and Uncorrelatedness "’
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An elementary fact in the theory of probability is that there exists such ran-
dom variables X, Y which are both non independent and uncorrelated. A well

known example is that (X, Y ) has a density function
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with |a| sufficient small. In this example, the marginal distribution of X and Y
are both normal. A question naturally presents itsselfthat given two known distri
bution function F and G; doth having non zero and finite variance, can we co

construct a bivariate distribution H(x, y) such that

1" H(x,o0) = F(x), H(co, ) =G (y)

2 If (X, Y) possesses distribution function H, then X, Y are non indepen
dent and uncorrelated .

Chen and He [ 1] answered this question by proving the following.

Theorem. The necessary and sufficient condition for such a bivariate distri
bution to exist is that at most one of F and G can be two point distribution.

Chen and He p|;(>ved their theorem by a very complicated construction pro
cess. In this note, we give a simple expression for H, By doing so, we not only
greatly simplify their proof, but also extend their resultto » random variables.
Specifically speaking, we shall prove;

Theorem Suppose that F , -, F, are n one dimensional distributions having
non zero and finite variances. The necessary and sufficient condition for the
existence of a n-dimensionsl distribution H (x,, ==+, x,) sutisfying

17 H (00,000,000, x,, 00, ee, 00) = F, (x,), i=1,%,n,

2°if (x, +s, x,) possesses distribution funetion H, then for any i j, X,and
X; are both non independent and uncorrelated.
is that at most one of F,, -»-, F, can be a two point distribution.

Proof The necessity of this condition is obvious and has been poin-

ted out in [ 1 ]. For sufficiency, without lossing generality we assume that the
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support of F, has at least three points, for i=1,+-, n—1 (in any case, this can

be achieved by rearranging the order of X, +»-, X,) . Define n numbers a, -+, a,;
¢, = [ FrooCi-F oldx/ [ F(x)(1-F, ) Jdx. (1)

By the assumptions imposed on F,, ¢, is well-defined. Nvv we put

H(xp, *, x,) ZHF,-(X,) {1+a Y (1-F (x))(1-F;(x)Jla,-F, (x))}(2)
i=1 [ ]
where a0 is a constant, |a| sufficiently small.

First we show that the function H defined by (2 ) is a » dimensional dist
ribution function. Since it is trivial to see that H is left-continuous in each
argument, and

lim H =0, Iim H=1,
e 1:i1'...,,,
One only needs to show that for any x,<(y,, i=1,-,n, it is true that
Al AZ...A”H(xl, vee, xn) />/O,
Where 4; is the difference-operator on x; (from x; to y,) . Write
H
A:I_I [F, (}’,) - F,' (x,')j.
i=1
It is easy to verify that
AeedH=A1+a Y, (& - (a;+ 1) (F, (x)+F, (3)I+F}(x)+

1<i~ j<n
+F, (x)F, (y) + FH(y)) (1 -F;(x))- F;(y) ]}, (3)
Since (0 < a;<]1,we have '
. (a,—(a,+1) (F; (x) + F,(y)) + F}(x;) + F, (x)F, (y) + F (y) ]~
1<li- j<n
-01-F,;(x)) - Fj(y)J|<4n’

Therefore, if we choose ac¢(0,1/4n%, then, noticing that 4>(, from (3) we
have A4,+4,H>(, This completes the proof that H is a n-dimensional distribu-
tion, : -

Now we prove that for any i< j, X,, X; are dependent (remember that (Xl;,
--, X,) has H as its distribution) . For this purpose note that the marginal distri-
bution of (X, X;) is

G,(x;,x)=F, (x)F;(x)) (1+a(1-F, (x;))(1-F;(«;}, (a,-F;(x))]) (4)
Since the support of F,has at least three points. In this case we have

F (x)(1-F,(x;)) (a;,-F, (x;))#0 on x,e(— o, co),
Also, since F| is non~degenera1ed;we hove ‘
F,(x) (1= F,(x)J%0 0n X;c(-co, o),

This shows that G (x,, x )% F, (x)F,(x,) , on(x,,x,)eR’>, Proving that X,,
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X; are non independent,
Finally, we prove that X;, X, are uncorrelated. In doing this job we make
uss of the well known fact that

Cov(X,. X)) = [| (G, (x;,x)) = F, (x)) F;(x,))dx,dx,
By (4 ), we have

Cov (x;, X;) :af F, (x)[1-F, (x)](e, - F, (x))dx, -

| F )= Froxp dy,

which is indeed zero, by the definition of a, (1), This completes the proof
of the Theorem.

Chen and He ‘also mentioned an possible extension to the general case. Given
two distribution‘ funetions F and G with m and »n dimensions respectively, one
is asked to construct a (m+ n) dimensional random vector (X, <, X,, Y, -,V ),
such that

1° the marginal distribution of (X, -, X,) is F, while that of (Y, «<, Y,)
is G;

2° for any X,and Y;, X;,Y, are both non independent and uncorrelated.

We have not succeeded yet in employing the method of this note to deal
with this question, though it seems probable that their general problem might
be solved by a suitable modification of our method
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