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Abstract

In this paper, we study the partial stability of linear discrete systems hy .
means of Liapunov’s functions of quadratic form . We obtain a necessary and
w— sufficient condition for the system being stable with respect to part of variables
and generalize Liapunov’s equation to the partial stability of linear discrete sys-
tems . A method of constructing Liapunov’s function of quadratic form for the
stability of the systems is given.

§ | Introduction

For the study of pértial stability and partial asymptotic stability cf inaear
continuous systems, there appeared lot of papers at home and abroad'* ™"’
having made the problems done. Inrecent years, lots of authors have :zid a
great attention to the study of linear discrete systems“—” .However, there is
no more papers studying the partial stability of linear discrete systems. In this
paper, we study the partial stability and partial asymptotic stability by redu-

-~ cing the partial stability to that of all variables.
§ 2 The Partial Asymptotic Stability

Consider the partial asymptotic stability for linear discrete system with res-
pect to x,,,x, .
x(r+1) =A,x(1) (2.1)
where x(1) = (x, (1), ees, x,(t)ER", 1€ ={17,74+ 1, %=,y + k, +=}, A, is an nxn
constant matrix.
If we denote y(1) = (x,(1), e, x, (1)), z(1) = (x,,,(1)see0, x, (1)) (p=n—m>
0), then system (2.1) is rewritten as (2.2) as follows
y(t+1) =Ay(1) + Bz(1)
{ z(r+1)=Cy(1) + Dz(1)
where 4 and B are mxm and mx p matrices, C and D are pxm and pXxp

(2.2)
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matrices respectively.
Let K, = (B',D'B" =, (D) VB, 5= 1+, p, rank K, =h<p, and L=(Fn ),
L, (11:;):—;, , where L, is the transposed matrix from 4 linear independent columns
in K , L, is the orthogonal matrix of L, that means L,L7=90 and det L,%0,then
system (2.2)is reduced to (2.3) by a nonsingular transformation U - Lx
u(r+1) = Au(n)
{ f(r+1)=Bu(t)+D 0(1)

where U= (u’, 877, u:'(xl s X WU, ,---,uh)T. 4= (8, ,---,Hpﬁh)TAl, B, and D, are

(2.3)

corresponding matrices.

System wu(r+ 1) =A,u(1) in (2.3) is called the u-type system from system
(2.2).

Theorem 2.). The necessary and sufficient condition of system (2,2) being
asym ptotically y-stable is that all the norms of the characteristic roots of A,
are less than 1, i

Proof. We are only to prove the necessity.

Suppose that there exists a characteristic root 4 of A, with norm |A|>1,
then A"¢(¢ - <_¢,,;2,--,-gm,,)’ is a solution of u type, 4 is also a characteristic
root of system (2.3)that is A"¢ &= (&, &nns Smonst ,---,_{n)r is a solution of
(2.3). It is casily seen that A"n (5= (¢, -~-,§m,17,,m,r7p)7) is a solution of system
(2.2). From that system (2.2) is asymptotically y-stable, we can see that é, =
e =¢ = 0. Substituting 4"y to system (2.2) we have B(n,,+,7,) = 0.

In the same way, we can prove that

BD (n,,eeyn,) = 0,00, BD7 V(n o) =0,
that is ¢ | =e=4 =0, It is in controdiction with the hypothesis E40.

This completes the proof of the theorem.

Theorem 2.2 Linear discrete system (2.1) is asymptotically y-stable if and
only if there exists a y-positive semi definite quadratic form ¥ (x)=x'Rx such
that AV (x) |, ,, =W (x)= -x'Qx is y negative semi-definite quadratic form,
where matrices R and Q are semi definite positive and satify the following Lia
punov’s equation

ARA,-R~=-Q.

Proof From theorem 2,1,it follows that system (2.1) is asymptotically y
stable if and only if the 4 type system in (2.3) is asymptotically stable. There-
fore, for any given positive definite (m+h) x (m+h) matrix Q,, there exists a
positive definite (m+h) x (m+ h) matrix R, such that A/R 4,-R,= - Q, .

R] m h Q' m o
Let R, 1 ol @ o)

and R=(L")'R,L', Q-(L"')'Q,L"', then matrices R and Q are positive
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Y|

Semx -definite, L is as above.
Let ¥(x)=x"Rx, W(x)= - x'@x, then AV(x)|  -w(x) and the following
Liapunov’s equation is satisfied.
A'RA,-R=-Q.
This completes the proof of the theorem.

§ 3 The Partial Stability

Consider the partial stability of the system
y(r+1)=Ay(1) + Bz (1)
Z(t+1)=Cy(1) +Dz(1)
where y = (x,,---,x,,,)r, Z= (X 0y ,---,x,,,,,,,)T (p+m=n, p>0), A, B, C and D are

(3.1)

the corresponding matrices .

Suppose that the u-type of system(3,.]) is described by (2.3).

Theorem 3.}. System (3.1) is y-stable if and only if u-type system is sta-
ble, that is the norms of the characteristic roots of A4, are no more than 1, if
there is some root with norm 1, then the corresponding elementary divisor is
of the order 1.

Proof We are only to prove the necessity. If there is some characteristic
root 2 of A, with its norm more than 1, then r1=(r1,T, h;)r, is the eigenvector
of system (2.3) of 4, where h, is the eigenvector of A,-L"rl is the correspon-
ding eigenvector of system (3.1) of i, that means A"L™'y is a solution of sys-
tem (3.1). According to the hypothesis of the theorem we can see that =1,

= eee = g, =0, that implies that 5, =++=y9,,.,=0.It is in controdiction with &, =

m+ 1
(n,,---,r]m,,) is a eigenvector of A4, of 1.

In the same way as above, we can prove that if |1]=1, then its elemen—
tary divisors are of order 1.

This completes the proof of the theorem.

Theorem 3.2. Linear discrete system (3.1) is stable and asymptotically y-
stable if and only if there exists a positive definite quadratic form V(x)=x"Rx
such that AV (x) l(“)
where R and Q satisfy the following Liapunov’s eqution

A,RA,-R=-Q .
Proof For convenient, we prove the theorem as the following cases.

=Ww(x)= —x'Qx is y-negative semi-definite quadratic form,

Case 1, System (3.1) has a characteristic root A=1 with the elementary divi-
sor of order 1 (without loss of generality, we suppose that it has only one ele-
mentary divisor) and the rest of the roots are of norms less than 1,

In this case, we can reduce system (3.1) to (3.2) as follows by a nonsingu-
lar transformation .
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{u(1+1):A2u(1) ' (3.2)
x(t+1)=x(1) p

where u=(u,,,u,,)7, A, is a matrix of order n—1 and all the norms of the

roots of det (A4, - AE) less than 1.

If we denote “T” as the transform matrix, then, for any positive definite
matrix Q, of order n—1, there exists a positive definite matrix R, of order
n-1 such that 4K A,-R =-0Q,.

Let R,=diag(R, 1), Q,=diag(Q,,0), and

R=(TH'R,T"-Q=(T)'Q,T™"; then
V(x)=x"R x is a positive definite quadratic form such that AV(x)]KR‘M:W(X):
—xTQx is y-negative semi-definite quadratic form, R and Q satisfy the follo-
wing Liapunov’s equation,
A,RA,-R=-Q.

Case 2 System (3.1) has a single characteristic root 41 = —1,.the rest of the
the roots are of norms less than 1.

Case 3 System (3.1) has a single pair of complex characteristic roots a+
bi satisfying a2+b2:1, the rest of the roots are of norms less than 1.

We can prove case 2 in the same way as case 1,

From the fact that A(x’+y?) | (%1 =ax) by = (ax(1) = by(1))* + (ay(1) +

y(r+1)=bx(1)+ay(r)

bx(t) - (x*(1) +y%(1)) =0, we can show that the theorem holds for case 3.
In the same way as in cases 1,2 and 3, we can prove that the theorem
holds for the rests of the cases.
This completes the proof of the theorem.
Theorem 3.3. System (3.1) is asymptotically x,, -, x -stable, and x, ., ,

>s«, x .1 -stable if and only if there exists a x,, -, x, ., -positive semi-definite
quadratic form¥ (x) =x’ Rx such that AV(x) l(a D

negative semi-definite quadrqtic form, R and Q satisfy the following Liapunov’s

m+1

T .
=W(x)= -x'Qx is xy, e, x, -

equation . .
T
A,RA,-R=-Q
Proof According to theorem 3.1, we can reduce system (3.1) to (3.3)
as follows.
u(t+1)=A4,u(1)
(3.3)
g(r+1)=Ciu(1)+ D 8(1)
where u = (ul""’umﬂ’umﬂﬂ ’."’um+1+hl)T7 g = (01’-..,6%’_)’ )T (m+l+P‘:n, p,>0,

h,>0). A4,,C, and D, are the corresponding matrices, A4, satisfies the conditions

in theorem 3.3, then there exists a positive quadratic form V,(«) =u"R,u such

that AV, (u) lu(,ﬂ):,,lum =W (u)=-u"Q,u is u,, »,u, -negative semi-definite, R,
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- and Q, satisfy the following equation.
AR A -R =-Q, .

Let R,=diag(R,,0), Q,=diag(Q,,0), R=(LYH'R,L", Q=(L")'Q,L", where
L is the transform matrix from (3.1) to (3.3), then V(x)=x"Rx and W(x)=
- x"Qx satisfy the claims of the theorem .

This completes the proof of the theorem .

Acknowledgement The author wishes to thank the direction from Professor
Zhao Suxia.

References

(1] Bopomukos B.U., llpokonwes B.II ., IIMM, 42(1978)2, 268—271.

- [ 2] Huang Limin, Kexue Tongbao, 24(1984)8,511,
[ 3] Cheng Yuanji, Kexue Tongbao, 25(1985)7,577.
[4] Wang Muqiu, Liu Yongging & Wang Lian, The Applications of the Decomposition Theory in
a Linearly System .J. of Math, Research of Exposition, Vol.3, 3 (1982) .
[ 5] Liu Yongqging, Liu Jinxian, On the Construction of Liapunov’s Function for Discrete Systems
I, I, Annals of Diff. Eq.s, 2(1986)2, 171—186, 3 (1987)2, 151—165.
(from 546)
- totically y-stable is equivalent to that of all variables if and only if that rank

K,(t)y=h=p.

Corollary 2 Under the hypothesis of theorem 2, if system (1) has m nega-
tive characteristic exponents, then it is asymptotically y-stable if and only if
B(t)=0 in system (1 ).

Remark The theorems in this paper generalize the results in PMM ., 42

(1978), No.2.,C.269—271. ( Russian) .
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