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was introduced in [1]. In this paper, we give some equivalent conditions for two m x n
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1. Introduction

Let A € C™*" and consider the following four Moore-Penrose equations:
g

AGA = A, (1)
GAG = G, (2)
(AG)" = AG, (3)
(GAY = GA. (4)

Suppose J = {i,7,---,k} is a nonempty subset of {1,2,3,4}, then a matrix G is said to
be a J-inverse of A if G satisfies equation (i) for each ¢ € J. The set of all J-inverse of
A is denoted by A7} and its any element is denoted by A7. {1}-inverse, {1,2}-inverse
and {1,2,3,4}-inverse are also called inner inverse, reflezive inner inverse and M-P
(Moore-Penrose) inverse of A, and are denoted by A=, A and A%, respectively.

Throughout this paper, all our matrices will be over the complex number field C. For
matrix A € C™*", the symbols rk(A), R(A),RS(A) denote the rank, the range (column
space), the row space of A, respectively.

In the following, we suppose J = {1,7,...,k} is a nonempty subset of {1,2,3,4}. The
following definition was given by Wang in [1].
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Definition 1.1 Two m x n matrices B and C are block independent in J -inverse if there
exist BY ¢ BT}, ¢7 ¢ ¢{7} such that

(87 cf)e<g>m and (g;)e(B c)7.

It should be noted that the definition of block independence of generalized inverse of
block matrix in another meaning was given by Frank J.Hall etc in [2, 3], and the difference
between these two kinds of definitions was pointed out in [1]. The necessary and sufficient
conditions for two m X n matrices being block independent in reflexive inner inverse was
also given in [1]. In the next section, we would give some equivalent conditions for two
m X n matrices being block independent in reflexive inner inverse.

2. Main results

Theorem 2.1 For T € ¢"*", denote Ep = [-TT~,Fr = I-T"T, then the following
equations hold.

rk(B C) =rk(B)+ rk(EgC) = rk(C) + rk(E¢ B),

rk ( g ) = rk(B) + rk(CFg) = rk(C) + rk(BF¢).

Theorem 2.2 Let B,C € C"*", then the followings are equivalent.
(1) B,C are block independent in reflexive inner inverse;
(2) rk(B +C) =rk(B)+ rk(C);

(3) There exist nonsingular matrices P and Q such that

Ip
B=P 0
0

e I o]

Q, C=P Q,

co o
oo o
oo o
o oo
~
Q

where Ig and I¢ are identity matrices of whatever size is appreciate to the rank of B and
C, respectively;

(4) R(B +C) = R(B) + R(C);

(5) RS(B+C)=RS(B)+ RS(C);

(6) There exist BS,C% € C**™ such that

BSC =0 BC%=0 C°B=0 CB®=0y;
(7) k(B C)=rk(B)+ rk(C) , rk g — rk(B) + k(C);
(8) R(B)NR(C) = {0} , RS(B) nRS(C) = {0};
(9) rk(EpC) = rk(C) , rk(CFs) = rk(C);
(10) rk(E¢B) = rk(B) , rk(BFc) = rk(B).
Proof The equivalence between (2),(3),(4),(5),(6) can been seen in Theorem 2.1 in [5)].
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(6) = (1) : If there exist B¢,C% € C™*™ such that
B¢C =0, BC°=0, ¢°B=0, CB®=0,

it can easily be verified that:

1.2}
(B CG)e(g>l and (gg)e(B C){”}.

So B, are block independent in reflexive inner inverse.

(1) > (6): By N
( BS CG)e<B){,‘}
p ,

( B¢ CG)<g><BG c¢)= (8% c°).

A short computation leads to

one has

BSBCS =0 and CSCBC =o.

Left-multiplying the first equality by B, and the second equality by C', we obtain BC¢ = 0
and CB® = 0. Similarly, by
BS {1,2}
( o ) e(BCc),

one has B6C = 0 and C®B = 0.
(7) & (8) : By R(B ()
rk(C) if and only if R(B) N R(C

(B) + R(C), we know that rk(B C) = rk(B) +

RS

TN —
O

) = RS{B) + RS(C),

we have

rk ( g ) = rk(B) + rk(C) if and only if RS(B)NRS(C) = {0}.

(3) = (7): If there exist nonsingular matrices P, Q, such that

Ip 0
B=P| 0 0 | Q,
0

I

Q C=P

o O O
o o o
o oo
(o I oo B o}
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then

. Is 00 00 0
rk(B C) = rk[P(B 0)(‘3 Q)]:rk 0 0000 0 |=rk(B)+rk(C)
000000 Ig
and

Ig 0 0

00 0

B P o\(B 0 0 0

rk(0>=rk[<0 P><C>Q]_rk 0 0 0 = rk(B) + rk(C).
0 0 0
0 0 I

(7) = (2): First, there exist nonsingular matrices P;, 1 such that

Iz 0
PIBQ1=<§ 0),

and we denote PiC(Q, = gl gz , where the orders of matrices Cy,C5,Cs,Cy are
3 U4
determined by the blocks in P; BQ, respectively.

Since

rk(B C) = rk[P\(B C) ( %‘ Qol )] = rk ( I(f 8 g; gj ) = rk(B) + rk(C),

we know that rk(C5 C4) = rk(C), and there exist nonsingular matrix P, such that

Ig 0 0 0
P2PIBQ1 = ( (§3 0 ) and PgPlch = ( Ca C4 ) .
Since
Ig 0
B Py P, 0 B 0 0
rk<0>:rk[< 0 &H)(C)Ql]:rk o o | =THB)IFrRO),
3 4

it holds that rk(C,4) = rk(C) and there exists nonsingular matrix Q5 such that

Ip

0
PP BQ1Q: = ( 0 0 ) and P,PCQ1Q2 = ( g C(')4 )

Furthermore, there exist nonsingular matrices Py and Q3 of order n — rk(B) such that

0 0
noe-(1 2 )
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and

(Iz 0 0
Is 0 ) ppBQo. (2 % )=| 0 00/,
0 P 0 @) | 5 oo
00 0
(I: ;’)Pzplcolqu(’(f 5): 00 0
3 3 \0 0 Ig
_(Is O _ Ig 0
LetP--(0 Ps)PzPlandQ—Qle(O Qa),then
Is 0 0 00 0
PBQ=| 0 00| and PCQ=|0 0 o0
0 0 0 00 Ip

Finally, the equivalence between (7), (9) and (10) can easily be seen by Theorem 2.1.
This completes the proof.
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