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Abstract: Let Q be a finite dimensional central algebra with an involutorial anti-
automorphism and chartQ # 2. Two systems of matrix equations over  are consid-
ered. Necessary and sufficient conditions for the existences of general solutions, and
per(skew)selfconjugate solutions of the systems are given, respectively.
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1. Introduction

Throughout this paper, we denote a finite dimensional central algebra with an involu-
tion o [1, p.112, Definition 1] over a field F by Q and chartQ # 2 , the set of all m x n
matrices over 2 by Q™*™ | the set of all n x n invertible matrices over 2 by GLn(Q), the
set of all m X n matrices over Q[A] by Q™*"[A], and an 7 X 7 identity matrix by I;.

Let A = (a;;) € Q™" A* = (0(am—jt1n—it1)) € Q™. Then A € Q™*" is called
per(skew)selfconjugate if A = A*(—A*). The set of all per(skew)selfconjugate matrices is
denoted by C,S,,).

For matrices A, B over , it is easy to verify that (A*)* = A, (AB)* = B*A*. Define
(A*)"! = A7 if A is invertible. Suppose A, B € Q"*", C,D € Q™*™ then (4, B,C, D)
is called a regular matrix quadruple if there exists A € F such that A + AB,C + AD are
invertible.

Many problems in systems and control theory require the solution of Sylvester’s matrix
equation AX — XB = C or its generalization AX — YB = C. W. E. Roth [2] gave
necessary and sufficient conditions for the consistency of the two matrix equations. The

" matrix equation AX B - CX D = E appears in the numerical solution of implicit ordinary
differential equations [3].
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In this paper, the following systems of matrix equations over 2

A X*-XB, =Cy
{ AzX* - XBZ = Cg ’ (11)

{ A1XB, - C1XD, = E (2.2)

A3 XBy — Co XDy = E, ’

are considered. Necessary and sufficient conditions are given for the existences of general
solutions to (1.1), and a per(skew)selfconjugate solution to (1.2). As a particular case,
auxiliary results dealing with the system of Sylvester equations over {1 are also presented.

2. Main results

To begin with the following
Theorem 2.1 Let A € Q™*"[A], B € Q"*™[)],C € Q™*™[)]. Then the matrix equation

AX*-XB=C (2.1)
has a solution X over Q if and only if there exist Q € G Ly () such that
-A -C .| —A O
4]l d e
Proof Suppose that

A0 A C I, O
M":[o Bl’Mcz[o B]’J:l 0 Inl'

Let the matrix (2.1) have a solution X over {2 and

I, X~ I, X
Then it is easy to verify that
MoQ = SM.,Q*JS = J. (2.3)

Hence
Q*IMQ = JM,, (2.4)

i.e., (2.2) holds.
Conversely, let (2.2) hold, i.e., (2.4) hold, and § = J~1Q~*J. Then (2.3) holds. Suppose
that

_ Ul U12 n (m+n)x (m+n) _ Vvl ‘/32 m (m+n)x(m+n)
U_[UZI U, ]m Shl V= Va Va2 | n € » (29)
n m m n
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then

U* = { U; Uf2 jl m € Q(m+n)x(m+n)’V* - [ Vz* ‘/1*2 ] n € Q(m+n)x(m+n).

U U | Vi Ve | m
m n n m
Let
T. = {(U,V)|MoU = VM, JU I Mo = M J"V*J"}. (2.6)

Then for (U, V) € T., we have the following

AU, - ViA=0

BUz — Va1A =0

AUyz ~ViC - V12B =0
BU2 e V21C - VgB =0
AVy U A = CVy
AV, - UB =CVY
UjyA-BV); =0
UrB-BV"=0

(2.7)

It is easy to verify that 7, is a finite dimensional linear space over F with scalar multipli-
cation and addition defined as follows:

(U,V)b=(Ub,Vb),be F,(Uy,V1)+ (U2, Va) = (U1 + Us, Vi + V3).
For C = 0, let Tj be defined by (2.6). According to (2.3), it is not difficult to verify that
(U,LV)eT. & (UQ™, VS ) eT.

So,
dimT, = dimTp. (2.8)

Define a linear map f : Q(mtr)x(min) . Qlmin)x(mtn) _, qimin)xm hy the following
W
U, V)= .
- 4]
It is obvious that in the case C' = 0 we have (U,V) = (Lin4n, Im+n) € To and therefore
L

[ 0 } € f(To). (2.9)

Let f. = f|1., fo = f|z,. Then it follows from (2.7) that

ker f, = ker f,. (2.10)

Suppose U and V are as in (2.5) and
Uy 0 Vi 0
K = =
[Un O}J [VZI 0]’
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then it follows from (2.7) that if (U,V) € T, then (K, L) € T;. Hence we have
Imf, C Imfo. (2.11)
It follows from (2.8), (2.10) and
dimkerf, + dimImf, = dimT,, dimkerf, + dimImf, = dimT}

that dimImf. = dimImf,. Therefor (2.11) yields Imf. = Imfq, ie. f(T.) = f(To). By

(2.9), I(')n € f(T.). Consequently there exists (U, V) € T, such that V; = I,,, . In view
of (2.7), we have

AUz — Vi2B = C, (2.12)

AV}, —ULB = C. (2.13)
Let 1

X =5 (V12 + Up)- (2.14)

Then X is a solution over Q of the matrix equation (2.1).

Corollary 2.2 Let A € Q™*"* B € Q"*™ C € Q™*™. Then the matrix equation (2.1) is
consistent if and only if there exist Q@ € GLy4,,(f2) such that (2.2) holds.

Theorem 2.3 Let A, B,C € Q™*™[)]. Then the Sylvester matrix equation
AX -XB=C (2.15)

has a solution X € C,, if and only if there exists Q € GL2(Q) such that

A C [40 -tn 01, [-I. 0
[0 B]le[o B]Q’Q[O ImJQ‘[o Im]'

Proof In the proof of Theorem 2.1, let m = n,V = U,S = @ and replace (2.14) by
X = 3(Us2 + U},).Then we can complete the proof by adjusting slightly the rest of the
proof of Theorem 2.1.

Theorem 2.4 Let A,B,C € Q™*™[\].Then the Sylvester matrix equation (2.15) has a_
solution X € S,, if and only if there exists Q € GL2y,(f2) such that

A C 114 0 *n _

Proof In the proof of thecrem 2.1, let

Tc = {(U’V)lMOU = UMC, U*MO = Mcu*} .

— 18 —

© 1995-2005 Tsinghua Tongfang Optical Disc Co., Ltd. All rights reserved.



Then for (2.7),(2.12),(2.13) and (2.14) become respectively the following

AU1 - UlA =0

BU21 - U21A = 0

AUy - U,C - U;3B=0
BU2 - Ule - U2B = 0
AU; - U;A+CU;; =0
AU - ULB +CU; =0
UjA— BUS =0

UrB - BU; =0

1 .
AUz = UizB = C, A(=Ui) - (-UDpB) = C, X = S(Ur2 = Uy)-
By adjusting slightly the rest of the proof of Theorem 2.1, we can complete the proof. O

Theorem 2.5 Let A; € Q™" B; ¢ Q™™ C; € Q™*™ ¢ = 1,2. Then the matrix
equation (1.1) is consistent if and only if there exist Q € GLy,4m(Q) such that

[ A1 O -A; O _{ A -C1) —A; -C,
ol(o" 5) (" & )le=(er ) (70 %)
Proof The system (1.1) is equivalent to the following

(A1 - /\Ag)X* - X(Bl - AB'_)) = Cl - /\C2

By Theorem 2.1, we can complete immediately the proof. O

Now we consider the system (1.2) where A;,C; € Q™*™, B;, D; € Q"*" E; € Q™*"*,
and (A, Ci, Bi, D;) is a regular matrix quadruple, ¢ = 1,2. There exists A; € F such that
C; + MA; and B; + \; D; are invertible, 7 = 1,2. Let

A; = (Ci+ NA) T Ai, D; = Di(Bi+ \iDi) ™1 Er = (Ci+ NiA:) T Ei( By + AiDi) ™t (2.16)
It is clear that the system (1.2) is equivalent to the following
(A1 = AA2)X — (D1 — D) = Ey - AE,.
Hence by Theorem 2.3 and Theorem 2.4 we have respectively the following theorems.

Theorem 2.6 £et;fl,~,’g,-,B,-,D,-,E,- € Q™" and (A;,Ci, B;, D;) be a regular matrix
quadruple, and A;, D;, E; be defined as (2.16) i = 1,2. Then the system (1.2) has a
solution X € C,, if and only if there exists Q@ € GL2,(Q?) such that

* _InO _ "In 0
Q [o I,,}Q_[O InJ’

BB [&B]_ (&0 % o
5 nlols R]-el(55) (5 5 )l
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Theorem 2.7 Let A;,C;, B;, D;, E; € Q**", and (A;,C;, B;, D;) be a regular matrix
quadruple, and A,,D,,E be defined as (2.16), ¢ = 1,2. Then the system (1.2) has a
solution X € S,, if and only if there exists Q € GLG(Q) such that

4 B 4, E ol A0 4, O o
(5 2] B Bl (B 2)-a(5 )| econ
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