Jonrnal of Mathematical Research & Exposition
Vol.24, No.1, 89-90, February, 2004

A New Proof of Erdos-Ginzburg-Ziv Theorem *

LIU Hui-qin', WANG Zhi-guang®
(1. Yantai Education College, Shandong 264000, China;
2. Dept. of Comp. Sci. Tech., University of Petroleum, Beijing 102200, China)

Abstract: We give a new proof of the Erdos-Ginzburg-Ziv theorem.
Key words: zero-suin sequences; cyclic group.

Classification: AMS(2000) 11B75/CLC nuwmber: 0156
Document code: A Article ID: 1000-341X(2004)01-0089-02

Let C, be the cyclic group of order n. Let S = (ay,---,a;) be a sequence of elements
in C,,. By 3(5) we denote the set consisting of all elements which can be expressed as a
sum over a nonempty subsequence of S, i.e.

Z(S):{ai, foodag 1 <4y << g < k)

We call S a zero-sum sequence if Ele a; = 0. In 1961, Erdés, Ginzburg and Ziv
proved that every sequence of 2n — 1 elements in C,, contains a zero-sum subsequence of
length n. This result now is well known as the Erdés-Ginzburg-Ziv theorem (for short, the
EGZ-thecrem), and has been proved in more than ten different methods, some of these
proofs can be found in [1]. In this short note we give a new proof of the EGZ-theorem.

It is easy to prove that the EGZ-theorem is multiple, i.e., if it holds for n = k and
n = [ then it holds also for n = kl. So, to prove the EGZ-theorem it suffices to prove it is
true for all primes p.

A new proof of the Erdés-Ginzburg-Ziv Theorem Let p be a prime, and let
S = (ay,---,as,—1) be a sequence of 2p — 1 elements in C,. We have to prove that §
contains a zero-sum subsequence of length p. If some element of C}, occurs at least p times
in S then we are done. Otherwise, no element occurs more than p — 1 times in S. Then,
one can rearrange the subscripts so that a; # a,4; holds for every ¢ = 1,---,p — 1. Set
b; = a; —apyifori=1,---,p— 1. We distinguish two cases.

Case 1 a; +az + -+ a, = 0 then we are done.
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Case 2 a1 +az+---+ap #0. Set T; = (by,---,b;)fori=1,---,p— 1. We assert that

> (T:)\{0} > (1)

holds for every i =1,---,p— 1.

We proceed by induction on i. 7 = 1, trivial. Suppose (1) is true for i < p—2, we want to
prove that it is true also for i+ 1. Assume to the contrary that | 3(T;4+1)\ {0} < i+1, then
i < | 2(T)\{0}] < | X(Ti42)\{0}] < i. This forces that | 3(T:)\{0}| = i = | X(T341)\{0}]

and 35(T3) \ {0} = X(Ti+1) \ {0}. Suppose that 3°(T;) \ {0} = {e1,---,¢;}. Note that
bit1,bit1+ €1, -, biy1 + ¢ are pairwise distinct and are all in Y (T541) = 3(73), we derive
that {b;y1,0it1 + c1,---,biy1 + ¢} = {0,¢1,---,¢i}. Therefore, b;41 + Z;':l(bi.'.l +¢) =
0+ Zj-:l c¢;. This gives that (i 4+ 1)b;41 = 0, a contradictionon 2 < i+ 1 < p—1 and
bit1 # 0. This proves (1). By (1), 3-(Tp-1)\{0} = C,\{0}. Especially, a; +as+---+a, €
3 (Tp-1)\{0}. Without loss of generality we may assume that a;+as+---+a, = by+---+b
for some t € {1,2,---,p—1}. Then, ap41+--+ appe+aey1+---+ap, = 0. This completes
the proof. O
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