
Journal of Mathematical Research & Exposition

Nov., 2008, Vol. 28, No. 4, pp. 759–768

DOI:10.3770/j.issn:1000-341X.2008.04.003

Http://jmre.dlut.edu.cn

Operator-Valued Semicircular Distribution and Its
Asymptotically Free Matrix Models

MENG Bin1,2, GUO Mao Zheng2

(1. Department of Mathematics, Nanjing University of Aeronautics and Astronautics,

Jiangsu 210016, China;

2. School of Mathematical Science, Peking University, Beijing 100871, China)

(E-mail: b.meng@nuaa.edu.cn)

Abstract The moments of operator-valued semicircular distribution are calculated and a new

relation between random variables which is called semi-independence is introduced. The asymp-

totically free matrix models of operator-valued semicircular distribution are given and a method

is found to determine the freeness of some semicircular variables.

Keywords operator-valued semicircular distribution; operator-valued random matrix; semi-

independence.

Document code A

MR(2000) Subject Classification 46L09; 46L54

Chinese Library Classification O177.1

1. Introduction

Free probability theory, due to Voiculescu D., is a new subject of operator algebras. Origi-

nally, Voiculescu D. developed this new theory in order to understand the elusive II1 free group

factor. At present, the research on free probability has attracted many mathematicians in the

past ten years, and it has been developed into many new directions when it intersected with

harmonic analysis, random matrices, combination theory, etc.

Let A be a unital C∗-algebra or von-Neumann algebra and let ϕ be a state on A. Then

(A, ϕ) will be called a noncommutative probability space and an element in A is called a random

variable. It is easy to see that free probability is a kind of noncommutative probability. A

key notion in free probability is “freeness” instead of the classical independence in probability

theory and then some new notions have appeared such as free convolution, free entropy, and

free Fish information, etc[1]. Many essential problems in operator algebras have been solved by

using this theory. For instance, in 1996, Voiculescu proved free group factor L(Fn) (2 ≤ n < ∞)

has no Cartan subalgebras; In 1998, GE Liming showed L(Fn) (2 ≤ n < ∞) is prime, that is,

L(Fn) 6= L(Fn1
) ⊗ L(Fn2

) (2 ≤ n, n1, n2 < ∞).

Now, we fix a subalgebra B of A, (1 ∈ B) and a conditional expectation ϕ from A onto

B, and then (A, ϕ) will be called an operator-valued noncommutative probability space. Obvi-
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ously, noncommutative probability space is a special case of the operator-valued noncommutative

probability space, and so we hope operator-valued free probability can be more useful in wider

fields.

The most important distribution is semicircular distribution in noncommutative probability

space. We will give its definition in Section 2 after introducing the canonical forms of operator-

valued random variables. These results belong to Voiculescu D.[2]. In Section 3, we calculate the

moments of operator-valued semicircular distribution. In Section 4, 5 we discuss the asymptoti-

cally free random matrix models of semicircular distribution, and this is our main result in this

paper. Usually, determining the freeness of some random variables is not easy, and constructing

their matrix models is an effective way. In scalar valued probability space, we can find a class

of random matrices whose elements are independent and mixed moments satisfy a restrictive

condition, such that they can serve as the matrix models of semicircular distribution[1,3]. While

in operator-valued case, the elements in matrix are required to be noncommutative, and so we

should find a new relation instead of independence (since independence can only be defined for

commutative random variables) and it is easy to be verified. This is so called semi-independence

which we first introduce in this paper. By using this notion, we obtain our main result:

Let (A, ϕ) be C∗-operator-valued noncommutative probability space, ηs : B −→ B, s ∈ N

be a family of linear maps and ∀n ∈ N, {Y (s, n)}s∈N be a family of symmetric random matrices.

Y (s, n) :=
[

a(i,j;s,n)√
n

]

1≤i,j≤n
, ∀s ∈ N, satisfying:

(1) ϕ(a(i, j; s, n)) = 0; ϕ(a(i, j; s, n)ba(i, j; s, n)) = ηs(b), ∀s ∈ N, 1 ≤ i, j ≤ n.;

(2) ck := sup1≤m1,...,mk≤n
s1,...,sk∈N

‖ϕ(a(m1, m2; s1, n)a(m2, m3; s2, n) · · ·a(mk, m1; sk, n))‖ = O(1);

(3) {a(i, j; s, n)|1 ≤ i, j ≤ n, s ∈ N} is semi-independent.

Then (Y (s, n))s∈N is asymptotically free and each Y (s, n) tends to λ∗(1) + λ(ηs) in the sense of

distribution.

2. Operator-valued noncommutative probability space and algebra A(B)

In this section we introduce some notions and give the canonical forms of random variables.

Definition 2.1[2] Let A be a unital algebra over C, and let B be a subalgebra of A, 1 ∈ B. ϕ :

A −→ B is a conditional expectation, that is, ϕ is linear over C, and ϕ(b1ab2) = b1ϕ(a)b2, ϕ(b) =

b, ∀b, b1, b2 ∈ B, a ∈ A. Then we call (A, ϕ) an operator-valued (or B-valued) noncommutative

probability space; elements in A will be called B-valued random variables.

Definition 2.2[2] The algebra freely generated by B and an indeterminate X will be denoted

by B〈X〉. Let (A, ϕ) be as in Definition 2.1 and let a ∈ A be a B-valued random variable.

The distribution of a is the conditional expectation µa : B〈X〉 −→ B, µa = ϕ ◦ τa, where

τa : B〈X〉 −→ A is the unique homomorphism such that τa(b) = b, ∀b ∈ B, τa(X) = a.

µa(b0Xb1X · · · bn−1Xbn) is called the moments of a and µa(bXbX · · ·Xb) is called the symmetric

moments of a. For convenience, we only consider symmetric moments in this paper.

In the following, we will review the notion of canonical forms of random variables which was
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introduced by Voiculescu in [2].

Let χn(B) = L(B⊗n, B) be the set of all linear maps from B⊗n to B (the ⊗ and linearity

are over C) and χ0(B) = B, χ(B) :=
⊕

n≥0 χn(B) which is a right B-module.

If ξ ∈ χn(B), we define the modular endomorphism λ(ξ) : χ(B) −→ χ(B) by:

∀η ∈ χk(B), k > 0 (namely, degη := k > 0), λ(ξ)η ∈ χn+k(B), satisfying:

(λ(ξ)η)(m1 ⊗ m2 · · · ⊗ mn+k)

= η(mn+1ξ(m1 ⊗ · · · ⊗ mn) ⊗ mn+2 ⊗ · · · ⊗ mn+k), ∀mi ∈ B, i = 1, 2, · · ·n + k

and if k = 0, namely, η ∈ B, put λ(ξ)η := ξη.

We also need to define λ∗(m), m ∈ B by:

λ∗(m)η := 0, if degη = 0; and deg(λ∗(m)η) = degη − 1,

(λ∗(m)η)(m1 ⊗ · · · ⊗ mk−1) := η(m ⊗ m1 ⊗ · · · ⊗ mk−1),

if degη = k > 0.

Denote by A(B) the algebra generated by {λ(ξ)| ξ ∈ χn(B) : n ≥ 0} ∪ {λ∗(m) : m ∈ B}.
By a direct calculation, we have the following proposition.

Proposition 2.3[2]

(1) λ(ξ1)λ(ξ2) = λ(λ(ξ1)ξ2);

(2) λ∗(m)λ(ξ) = λ(λ∗(m)ξ), if degξ > 0;

(3) λ∗(m)λ(ξ) = λ∗(mξ), if degξ = 0.

From this proposition, we know every monomial in A(B) can be converted into the form:

λ(ξn)λ∗(m1) · · ·λ∗(mk).

Define a conditional expectation εB from A(B) onto B by

εB(λ(ξn)λ∗(m1) · · ·λ∗(mk)) = 0, if n + k > 0;

εB(λ(ξ0)) = ξ0, if ξ0 ∈ χ0(B) = B.

It is not difficult to verify that εB is indeed a conditional expectation, and so (A(B), εB) is

a B-valued probability space.

Remark χ(B) and λ(ξ) are similar to full Fock space and creating operator, respectively.

Definition 2.4[2] The elements in A(B) of the form λ∗(1) +
∑

n≥0 λ(ξn) (ξn ∈ χn(B)), are

called canonical.

Proposition 2.5[2] Given a distribution µ, there is a unique canonical element a = λ∗(1) +
∑

n≥0 λ(ξn) ∈ A(B), such that µa = µ, where µa denotes the distribution of a.

3. Semicircular distribution

Definition 3.1 A random variable a will be called a B-semicircular variable, if its canonical

form is λ∗(1)+λ(ξ0)+λ(ξ1). Generally, we consider central B-semicircular distribution, namely,

ϕ(a) = 0 i.e. ξ0 = 0.
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Next, we calculate the moments of semicircular distribution.

Proposition 3.2 The m-th moment of semicircular distribution is

εB(λ∗(1) + λ(ξ1))
m =







0, m odd
∑

i∈I

Mi, m = 2k even

where |I| = 1
k+1

(

2k
k

)

; and {Mi}i∈I are all the combinatorial possibilities of the following factors:

ξ1(1), ξ1(ξ1(1)), . . . , ξ1(ξ1(ξ1 · · · ξ1(ξ1(1))), and ξ1 appears just k times.

Proof We calculate εB(λ∗(1)+λ(ξ1))
m =

∑

εB(ai(m)ai(m−1) · · · ai(1)), where ai(k) ∈ {λ∗(1), λ(ξ1)},
and the sum is over all the possibilities. We can associate to each monomial a polygonal line on

the X-Y -plane. We draw line y = −1 on X-Y -plane. If ai(1) = λ(ξ1), then we draw a segment

from (0, 0) to (1, 1); if ai(1) = λ∗(1), we draw a segment from (0, 0) to (1,−1). Next, we draw a

segment from the end point of the former line, and if ai(2) = λ(ξ1), we draw a
√

2-length segment

with slop 1; if ai(2) = λ∗(1), we draw a
√

2-length segment with slop −1; . . . . Following this way,

we can obtain a polygonal line corresponding to ai(m) · · · ai(1).

From the definition of εB, we can learn that if the polygonal line touches the line y = −1, or

its endpoint is not on the X-axis, then εB(ai(m) · · ·ai(1)) = 0. Obviously, ε(ai(m) · · · ai(1)) = 0 if

m is odd.

When m = 2k, there are 1
k+1

(

2k
k

)

polygonal lines that end on X-axis and do not touch

y = −1. We denote these lines by L1, L2, . . . , Lt, t = 1
k+1

(

2k
k

)

, and ∀Li, it must correspond to

unique factor ai(m)ai(n−1) · · · ai(1). Writing Mi := εB(ai(m)ai(m−1) · · ·ai(1)) and simplifying it,

we obtain the result.

4. Matrix models of semicircular distribution

Definition 4.1 Suppose (A, φ) is a B-valued C∗-noncommutative probability space. An =

[aij ]n×n, aij ∈ A is called a B-valued random matrix. The C∗-algebra consisting of such matrices

is denoted by An. Define a conditional expectation on An by: τn(An) = 1
n

∑n
i=1 φ(aii). Then

(An, τn) is a B-valued noncommutative probability space (in fact it is B ⊗ In-valued).

Definition 4.2 Suppose (A, φ) is B-valued probability space, Aι ⊆ A (ι ∈ I) is a family

of subalgebras of A, and B is a subalgebra of Aι, ∀ι ∈ I. Then {Aι}ι∈I will be called semi-

independent if it satisfies:

φ(a1a2 · · · ak−1ak . . . ak+jak+j+1 . . . an)

= φ(a1a2 . . . ak−1φ(ak . . . ak+j)ak+j+1 . . . an),

where ai ∈ Aιi
, and {ιk, . . . , ιk+j}

⋂{ι1, . . . , ιk−1, ιk+j+1, ιn} = ∅.
Given a set of elements {as} in A. Denote by As the subalgebra generated by as and B, if

{As}s∈S is semi-independent, then we call {as}s∈S semi-independent.
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Remark The above definition is well defined. In fact, if

{ιk, ιk+1, . . . , ιk+q , . . . , ιk+j}
⋂

{ι1, . . . , ιk−1, ιk+j+1, . . . , ιn} = ∅;

{ιk+p, ιk+p+1, . . . , ιk+q}
⋂

{ι1, . . . , ιk, . . . , ιk+p−1, ιk+q+1, . . . , ιn} = ∅,

it is easy to see

φ(a1a2 · · ·ak · · · ak+p · · · ak+q · · · ak+j · · · an)

= φ(a1a2 · · ·ak−1φ(ak · · · ak+p · · · ak+q · · ·ak+j)ak+j+1 · · ·an)

= φ(a1a2 · · ·ak · · · ak+p−1φ(ak+p · · · ak+q)ak+q+1 · · · ak+j · · ·an)

= φ(a1 · · ·ak−1φ(ak · · · ak+p−1φ(ak+p · · · ak+q) · · · ak+j) · · · an).

If

{ιi, . . . , ιi+m}
⋂

{ι1, . . . , ιi−1, ιi+m+1, . . . , ιn} = ∅;

{ιj, . . . , ιj+p}
⋂

{ι1, ι2 . . . , ιj−1, ιj+p+1 . . . , ιn} = ∅,

then

φ(a1a2 · · · ai−1ai · · ·ai+mai+m+1 · · · aj−1aj · · · aj+paj+p+1 · · · an)

= φ(a1a2 · · · ai−1φ(ai · · · ai+m)ai+m+1 · · · aj−1aj · · · aj+paj+p+1 · · · an)

= φ(a1a2 · · · ai−1ai · · ·ai+mai+m+1 · · · aj−1φ(aj · · · aj+p)aj+p+1 · · · an)

= φ(a1 · · · ai−1φ(ai · · · ai+m)ai+m+1 · · · aj−1φ(aj · · · aj+p)aj+p+1 · · · an).

We will give an example of semi-independence later.

Theorem 4.3 Let (A, φ) be a B-valued C∗-noncommutative probability space, η : B −→ B be

a linear map and ∀n ∈ N, An =
[

aij√
n

]

1≤i,j≤n
be a symmetric random matrix, where aij ∈ (A, φ)

are self-adjoint. If An satisfies:

(1) φ(aij) = 0, φ(aijbaij) = η(b) (1 ≤ i < j ≤ n), ∀b ∈ B;

(2) ck = sup1≤m1,...,mk≤n ‖φ(am1m2
am2m3

· · · amkm1
)‖ = O(1);

(3) {aij : 1 ≤ i ≤ j ≤ n} is semi-independent,

then {An}∞n=1 tends in the distribution sense to the semicircular element λ∗(1)+λ(η), where the

‘limit’ is in the sense of norm.

Proof Calculate the An’s kth moment:

τn(Ak
n) =

1

n
k
2
+1

∑

1≤m1,...,mk≤n

φ(am1m2
am2m3

· · · amkm1
). (4.3.1)

We group the term φ(am1m2
am2m3

· · · amkm1
) according to ♯{m1, m2, . . . , mk}, where ♯ denotes

the number of the elements which are not equal to each other in a set.

Obviously, the number of terms such that ♯{m1, m2, . . . , mk} = l is less than ≤
(

n
l

)

lk, so that

1

n
k
2
+1

‖
∑

♯{m1,...,mk}=l

φ(am1m2
am2m3

· · · amkm1
)‖ ≤

(

n

l

)

lkck

n
k
2
+1

,
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and it goes to 0 whenever l < k
2 + 1.

When l > k
2 + 1, there is a factor amimi+1

(mk+1 := m1) which appears only once in

am1m2
am2m3

· · · amkm1
such that mi 6= mi+1. In fact, inducting on k, we assert there must

be an mp appearing only once in m1, . . . , mk. If mp−1 6= mp+1, then either amp−1mp
or ampmp+1

is a desired factor. If mp−1 = mp+1, we may remove mp−1, mp from m1, . . . , mk and apply the

induction assumption.

Thus from semi-independence:

φ(am1m2
· · · ami−1mi

amimi+1
ami+1mi+2

· · · amkm1
)

= φ[am1m2
· · · ami−1mi

φ(amimi+1
)ami+1mi+2

· · · amkm1
] = 0.

From the above, we know (4.3.1) goes to 0 when k is odd.

When k is even, we replace k by 2k. From the above argument, we have only to consider the

following case:
1

nk+1

∑

(a)(b)

φ(am1m2
am2m3

· · · am2km1
),

where the sum is over 1 ≤ m1, m2, . . . , m2k ≤ n, satisfying:

(a) ♯{m1, m2, . . . , m2k} = k + 1;

(b) every element of the sequence {m1, m2}, {m2, m3}, . . . , {m2k, m1} appears at least twice.

Next, we will prove: If m1, m2, . . . , m2k satisfy (a),(b), then every pair of elements in

{m1, m2}, {m2, m3}, . . . , {m2k, m1}, mi 6= mi+1, 1 ≤ i ≤ 2k, appears just twice, and partition V
of [2k] is non-crossing (the readers can find the notion of non-crossing in [4]), where V is defined

by

{i, j} ∈ V ⇐⇒ {mi, mi+1} = {mj , mj+1}.

We carry out the proof by induction on k. The case of k = 1 is trivial. We assume the conclusion

is true for k − 1. There exists p, such that mp has no repetitions in {m1, m2, . . . , m2k}. Then

we have mp−1 = mp+1 6= mp. We remove mp−1, mp from m1, . . . , m2k and obtain a shorter

sequence n1, . . . , n2k−2. From the reduction assumption,the partition of this shorter sequence as

the above is non-crossing, and it is still non-crossing when adding {p − 1, p}.
On the other hand, for a pair partition V of [2k], we have {m1, m2, . . . , m2k}, which can be

done by induction on V as the above and the number of such sequences is n(n − 1) · · · (n − k).

We also know the number of pair partitions of [2k] is Catalan number, i.e., 1
k+1

(

k
2k

)

Suppose {m1, . . . , m2k} satisfy (a),(b). From condition (1) and semi-independence, we know

there is an i ∈ I, such that φ(am1m2
· · · am2km1

) = Mi. Therefore, there is a 1–1 correspondence

among {Mi}, {φ(am1m2
· · · am2km1

)} and {V}, where {Mi}i∈I just as in Proposition 3.2 (just

replacing ξ1 by η). So we have

1

nk+1

∑

(a),(b)

φ(am1m2
am2m3

· · ·am2km1
) =

n(n − 1) · · · (n − k)

nk+1

[

∑

i∈I

Mi

]

,

and obviously, it tends to
∑

i∈I Mi.

Example 4.4 Let (Ω,F , P ) be a classical probability space, and L :=
⋂∞

p=1 Lp(Ω,F , P ).
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Consider M2(C)-valued probability space: (L
⊗

M2(C), E
⊗

id2), where E(f) =
∫

f(ω) dP (ω),

∀f ∈ L, that is, ∀A2 =

(

f11 f12

f21 f22

)

∈ L
⊗

M2(C), its expectation is defined by

(E
⊗

id2)(A) =

(

E(f11) E(f12)

E(f21) E(f22)

)

∈ M2(C).

Let Xij := [f
(ij)
kl ]1≤k,l≤2 (1 ≤ i, j ≤ n) be a family of 2 × 2 symmetric random matrices and

X = [
Xij√

n
]1≤i,j≤n a M2(C)-valued symmetric matrix in (L

⊗

M2(C)
⊗

Mn(C)).

If {f (ij)
kl : 1 ≤ k ≤ l ≤ 2, 1 ≤ i ≤ j ≤ n} is a set of independent Gauss elements, then

X satisfies the conditions of Theorem 3.3, namely, in the sense of norm (for instance, choosing

‖A‖2
2 = tr2(A

∗A)∀A ∈ M2(C)), X tends to λ∗(1) + λ(1) according to distribution.

We only need to show {Xij : 1 ≤ i ≤ j ∈ n} is semi-independent. If

{ikjk, . . . , ik+pjk+p}
⋂

{i1j1, . . . , ik−1jk−1, ik+p+1jk+p+1, . . . , injn} = ∅,

then from the independence, ∀pi ∈ M2(C)〈X〉, i = 1, 2, . . . , n, we have

(E ⊗ id2)(p1(Xi1j1)p2(Xi2j2) · · · pk(Xikjk
) · · · pk+p(Xik+pjk+p

) · · · pn(Xinjn
))

= (E ⊗ id2)

(

a11 a12

a21 a22

)(

c11 c12

c21 c22

) (

d11 d12

d21 d22

)

= (E ⊗ id2)

(

a11 a12

a21 a22

)(

E(c11) E(c12)

E(c21) E(c22)

) (

d11 d12

d21 d22

)

,

where
(

a11 a12

a21 a22

)

= p1(Xi1j1)p2(Xi2j2) · · · pk−1(Xik−1jk−1
);

(

c11 c12

c21 c22

)

= pk(Xikjk
) · · · pk+p(Xik+pjk+p

);

(

d11 d12

d21 d22

)

= pk+p+1(Xik+p+1jk+p+1
) · · · pn(Xinjn

).

5. Asymptotic freeness

Definition 5.1[2] Let (A, ϕ) be a B-valued noncommutative probability space. (Aι)ι∈I will be

called free if

ϕ(a1a2 · · · an) = 0, whenever ai ∈ Aιi
, ϕ(ai) = 0, and ι1 6= ι2 6= · · · 6= ιn.

Definition 5.2 Let (An, τn) be n × n B-valued C∗ random matrix probability space and

(X(s, n))s∈S ⊆ An be a family of random matrices. We say they have the limit distribution µ

when n tends to infinity, if µ is a distribution on B〈Xs : s ∈ S〉 and ∀s1, s2, . . . , sm ∈ S,

µ(Xs1
· · ·Xsm

) = lim
n→∞

τn(X(s1, n)X(s2, n) · · ·X(sm, n)).

The limit is always in the sense of norm. In addition, if {Xs : s ∈ S} is free in (B〈Xs : s ∈ S〉, µ),

then we say {X(s, n) : s ∈ S} is asymptotically free.
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Theorem 5.3 Let (A, ϕ) be a B-valued C∗-noncommutative probability space, and let ηs :

B −→ B, s ∈ N be a set of linear maps. ∀n ∈ N, {Y (s, n)}s∈N is a family of n × n symmetric

random matrices on A, where Y (s, n) := [a(i,j;s,n)√
n

]1≤i,j≤n, ∀s ∈ N. If Y (s, n) satisfies:

(1) ϕ(a(i, j; s, n)) = 0; ϕ(a(i, j; s, n)ba(i, j; s, n)) = ηs(b), ∀s ∈ N, 1 ≤ i, j ≤ n;

(2) ck := sup1≤m1,...,mk≤n
s1,...,sk∈N

‖ϕ(a(m1, m2; s1, n)a(m2, m3; s2, n) · · ·a(mk, m1; sk, n))‖ = O(1);

(3) {a(i, j; s, n)|1 ≤ i, j ≤ n, s ∈ N} is semi-independent,

then (Y (s, n))s∈N is asymptotically free and each Y (s, n) tends in the distribution sense to

λ∗(1) + λ(ηs).

Proof From Theorem 4.3 we know ∀s ∈ N, Y (s, n) tends to λ∗(1) + λ(ηs) in the sense of

distribution.

In order to prove (Y (s, n))s∈N is asymptotically free, we first prove it has limit distribution.

Suppose µn is the joint distribution of (Y (s, n))s∈N. ∀Xs1
Xs2

· · ·Xsk
∈ B〈Xι : ι ∈ N〉, letting

τn = ϕ ⊗ trn, we have

µn(Xs1
Xs2

· · ·Xsk
) = τn(Y (s1, n)Y (s2, n) · · ·Y (sk, n))

=
∑

1≤m1,...,mk≤n

n− k
2 ϕ[a(m1, m2; s1, n)a(m2, m3; s2, n) · · · a(mk, m1; sk, n)].

Similar to the proof of Theorem 4.3, we can show the above equation tends to εB((λ∗(1) +

λ(ηs1
)) · · · (λ∗(1) + λ(ηsk

))).

Assuming

lim
n→∞

τn(Pi(Y (si, n))) = 0, i = 1, 2, . . . , k; k > 1,

we will show

lim
n→∞

τn(P1(Y (s1, n))P2(Y (s2, n)) · · ·Pk(Y (sk, n))) = 0,

where Pi ∈ B〈X〉, i = 1, 2, . . . , k; s1 6= s2 6= · · · 6= sk, and for convenience, we may suppose

Pi(X) = (biX)m + (biX)m−1 + · · · + bi without loss of generality. Then we have

τn[P1(Y (s1, n))P2(Y (s2, n)) · · ·Pk(Y (sk, n))]

= τn{[(b1Y (s1, n))m + (b1Y (s1, n))m−1 + · · · + b1]

[(b2Y (s2, n))m + (b2Y (s2, n))m−1 + · · · + b2]

· · ·
[(bkY (sk, n))m + (bkY (sk, n))m−1 + · · · + bk]}

=
∑

0≤m1,m2,...,mk≤m

τn[(b1Y (s1, n))m1(b2Y (s2, n))m2 · · · (bkY (sk, n))mk ]

=
∑

0≤m1,...,mk≤m

n−m0
2

+1ϕ{
∑

1≤i1,i2,...,im0
≤n

[b1a(i1, i2; s1, n)b1a(i2, i3; si, n) · · ·

b1a(im1
, im1+1; s1, n)]

[b2a(im1+1, im1+2; s2, n)b2a(im1+2, im1+3; s2, n) · · · b2a(im1+m2
, im1+m2+1; s2, n)]

· · ·
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[bka(im1+···+mk−1+1, im1+···+mk−1+2, sk, n) · · · bka(im0
, i1, ; sk, n)]} (5.3.1)

where m0 := m1 + m2 + · · ·+ mk. From the proof of Theorem 4.3, we know the terms which are

not equal to 0 must satisfy:

(1) ∀(ip, ip+1, sip
, n) there is a unique (iq, iq+1, siq

, n), (p 6= q), such that {ip, ip+1} =

{iq, iq+1}, sip
= siq

;

(2) Define the pair partition V of [m0]:

(p, q) ∈ V ⇐⇒ {ip, ip+1} = {iq, iq+1}, sip
= siq

.

Then V is non-crossing.

Since s1 6= s2 6= · · · 6= sk, ∀V defined as the above, there must be a nonzero monomial

bja(im1+···+mj−1+1, im1+···+mj−1+2, sj , n) · · · bja(im1+···+mj
, im1+···+mj+1, sj, n) such that ∀l ∈

{m1 + · · ·+ mj−1 + 1, . . . , m1 + · · ·mj}, there exists l′ ∈ {m1 + · · ·+ mj−1 + 1, . . . , m1 + · · ·mj}
satisfying (l, l′) ∈ V .

For a fixed bja(im1+···+mj−1+1, im1+···+mj−1+2, sj , n) · · · bja(im1+···+mj
, im1+···+mj+1, sj, n),

Vjs
is the pair partition as the above and satisfies the following condition: (l, l′) ∈ Vjs

and

l ∈ {m1 + · · ·+ mj−1 + 1, . . . , m1 + · · ·mj} implies l′ ∈ {m1 + · · ·+ mj−1 + 1, . . . , m1 + · · ·mj}.
We denote all of such Vjs

by {Vjs
}s∈Sj

. Then from (5.3.1) we have:

τn[P1(Y (s1, n))P2(Y (s2, n)) · · ·Pk(Y (sk, n))]

=
k

∑

j=1

∑

0≤m1,...,mj−1,mj+1,...,mk≤m

n−m0−mj

2
+1ϕ{

∑

s∈Sj

∑

1≤i1,i2,...,im0
≤n

V|∫

[b1a(i1, i2; s1, n)b1a(i2, i3; si, n) · · · b1a(im1
, im1+1; s1, n)]

[b2a(im1+1, im1+2; s2, n)b2a(im1+2, im1+3; s2, n) · · · b2a(im1+m2
, im1+m2+1;s2,n)]

· · ·
[

∑

0≤mj≤m

n−mj

2 bja(im1+···+mj−1+1, im1+···+mj−1+2, sj , n) · · ·

bja(im1+···+mj
, im1+···+mj+1, sj , n)]

· · ·
[bka(im1+···+mk−1+1, im1+···+mk−1+2, sk, n) · · · bka(im0

, i1, ; sk, n)]}.

Since

1

n
ϕ[

∑

0≤mj≤m

∑

Vjs

n−mj

2 bja(im1+···+mj−1+1, im1+···+mj−1+2, sj , n) · · ·

bja(im1+···+mj
, im1+···+mj+1, sj , n)]

= τn(PjY (sj , n)),

we can infer that (5.3.1) tends to 0.
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