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Abstract In this paper, by using Mawhin’s continuation theorem and some analysis methods,
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1. Introduction

In this paper, we investigate the existence of homoclinic solutions for a class of prescribed

mean curvature equation with a deviating argument

(
u′(t)√

1 + (u′(t))2
)′ + cu′(t) + g(u(t)) + h(u(t− τ(t))) = p(t), (1.1)

where g, h ∈ C1(R,R), p, τ ∈ C(R,R), τ is T -period, c > 0 and T > 0 are given constants.

As is well known, a solution u(t) of Eq.(1.1) is named homoclinic (to 0) if u(t) → 0 and

u′(t) → 0 as |t| → +∞. In addition, if u ̸= 0, then u is called a nontrivial homoclinic solution.

Prescribed mean curvature equation and its modified forms which derived from differential

geometry and physics have widely researched in many papers, and there exist many papers

about the periodic solutions for prescribed mean curvature equation and its modified forms. For

example, by using an approach based on the Leray-Schauder degree, Benevieri in [1] studied

the periodic solutions for nonlinear equations with mean curvature-like operators. And in [2]

Benevieri extended the results obtained in [1] to the N-dimensional case.

Recently, Feng in [3] studied the periodic solutions for prescribed mean curvature Liénard

equation with a deviating argument as follows:

(
u′(t)√

1 + (u′(t))2
)′ + f(u(t))u′(t) + g(t, u(t− τ(t))) = e(t),
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where g ∈ C(R2, R), f, e and τ are T -periodic. By using the continuation theorem established

by Mawhin, the author obtained some sufficient conditions for the existence of periodic solution.

Obersnel in [4] studied the existence, regularity and stability properties of periodic solutions

of a capillarity equation in the presence of lower and upper solutions

−(
u′√

1 + (u′)2
)′ = f(t, u).

This equation, together with its N -dimensional counterpart

−div(
∇u√

1 + |∇u|2
) = f(t, u),

plays an important role in various physical and geometrical questions: for example, capillarity-

type problems in fluid mechanics, flux-limited diffusion phenomena and prescribed mean curva-

ture problems [5–7]. There are also a class of prescribed mean curvature equations appearing in

differential geometry and physics. Such problems have attracted the attention of Bonheure [8],

López [9], Pan [10] and Obersnel and Omari [11].

In this paper, like in the work of Rabinowitz in [12], Lzydorek and Janczewska in [13], Tan

and Li in [14] and Lu in [15], the existence of a homoclinic solution for Eq.(1.1) is obtained as a

limit of a certain sequence of 2kT -periodic solutions for the following equation:

(
u′(t)√

1 + (u′(t))2
)′ + cu′(t) + g(u(t)) + h(u(t− τ(t))) = pk(t), (1.2)

where k ∈ N , pk : R → Rn is a 2kT -periodic function such that

pk(t) =

{
p(t), t ∈ [−kT, kT − ε0),

p(kT − ε0) +
p(−kT )−p(kT−ε0)

ε0
(t− kT + ε0), t ∈ [kT − ε0, kT ],

(1.3)

ε0 ∈ (0, T ) is a constant independent of k. The existence of 2kT -periodic solutions to Eq.(1.3)

is obtained by using Mawhin’s continuation theorem [16]. The rest of this paper is organized as

follows. In Section 2, we provide some necessary background definitions and lemmas. In Section

3, we give the results we obtain.

2. Preliminary

In order to use Mawhin’s continuation theorem [16], we first recall it.

Let X and Y be two Banach spaces with norms ∥ ·∥X , ∥ ·∥Y , respectively. A linear operator

L : D(L) ⊂ X → Y is said to be a Fredholm operator of index zero provided that

(a) ImL is a closed subset of Y ,

(b) dimKerL = codim ImL < ∞.

Let X and Y be two Banach spaces with norms ∥·∥X , ∥·∥Y , respectively, Ω ⊂ X be an open

and bounded set, and L : D(L) ⊂ X → Y be a Fredholm operator of index zero. Continuous

operator N : Ω ⊂ X → Y is said to be L-compact in Ω̄ provided that

(c) Kp(I −Q)N(Ω̄) is a relative compact set of X,

(d) QN(Ω̄) is a bounded set of Y ,

where we denote X1 = KerL, Y2 = ImL, then we have the decompositions X = X1

⊕
X2,
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Y = Y1

⊕
Y2. Let P : X → X1, Q : Y → Y1 be continuous linear projectors (meaning P 2 = P

and Q2 = Q), and Kp = L |−1
KerP

∩
D(L).

Lemma 2.1 ([16]) Let X and Y be two Banach spaces with norms ∥ · ∥X , ∥ · ∥Y , respectively,
Ω be an open and bounded set of X, and L : D(L) ⊂ X → Y be a Fredholm operator of index

zero. The operator N : Ω̄ ⊂ X → Y is said to be L-compact in Ω̄. In addition, if the following

conditions hold:

(H1) Lv ̸= λNv, ∀(v, λ) ∈ ∂Ω× (0, 1);

(H2) QNv ̸= 0, ∀v ∈ KerL ∩ ∂Ω;

(H3) deg{JQN,Ω ∩KerL, 0} ≠ 0, where J : ImQ → KerL is a homeomorphism,

then Lv=Nv has at least one solution in D(L) ∩ Ω̄.

Lemma 2.2 ([17]) Let 0 ≤ α ≤ T be constant, τ ∈ C(R,R) be T -periodic function, and

maxt∈[0,T ] |τ(t)| ≤ α. Then, ∀u ∈ C1(R,R) which is T -periodic function, we have∫ T

0

|u(t− τ(t))− u(t)|2dt ≤ 2α2

∫ T

0

|u′(t)|2dt.

Lemma 2.3 If u : R → R is continuously differentiable on R, a > 0, µ > 1 and p > 1 are

constants, then for every t ∈ R, the following inequality holds:

|u(t)| ≤ (2a)−
1
µ

(∫ t+a

t−a

|u(s)|µds
) 1

µ

+ a(2a)−
1
p

(∫ t+a

t−a

|u′(s)|pds
) 1

p

.

This lemma is a special case of Lemma 2.2 in [14].

Lemma 2.4 ([14]) Let uk ∈ C2
2kT be 2kT -periodic function for each k ∈ N with

|uk|0 ≤ A0, |u′
k|0 ≤ A1, |u′′

k |0 ≤ A2,

where A0, A1 and A2 are constants independent of k ∈ N. Then there exists a function u0 ∈
C1(R,R) such that for each interval [c, d] ⊂ R, there is a subsequence {ukj} of {uk}k∈N with

ukj (t) → u0(t) and u′
kj
(t) → u′

0(t) uniformly on [c, d].

Considering the following system x′(t) = φ(y(t)) = y(t)√
1−y2(t)

,

y′(t) = −cφ(y(t))− g(x(t))− h(x(t− τ(t))) + p(t)
(2.1)

where y(t) = x′(t)√
1+(x′(t))2

. Obviously, if (x(t), y(t))T is a solution of (2.1), then x(t) must be a

solution of (1.1), and finding homoclinic solutions of (1.1) is equivalent to finding a solution x(t)

of (2.1) such that (x(t), x′(t)) → (0, 0) as | t |→ +∞. Similarly, finding a 2kT−periodic solution

to (1.2) is equivalent to finding a 2kT−periodic solution to the system x′(t) = φ(y(t)) = y(t)√
1−y2(t)

,

y′(t) = −cφ(y(t))− g(x(t))− h(x(t− τ(t))) + pk(t).
(2.2)

Let Xk = Yk = {v = (x(t), y(t))⊤ ∈ C(R,R2), v(t) = v(t+2kT )}, where the normal defined

by ∥ v ∥= max{|x|0, |y|0}, where |x|0 = maxt∈[0,2kT ] |x(t)|, |y|0 = maxt∈[0,2kT ] |y(t)|. It is obvious
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that Xk and Yk are Banach spaces.

Now we define the operator

L : D(L) ⊂ Xk → Yk, Lv = v′ = (x′(t), y′(t))⊤,

where D(L) = {v|v = (x(t), y(t))T ∈ C1(R,R2), v(t) = v(t+ 2kT )}.
Let Zk = {v|v = (x(t), y(t))⊤ ∈ C1(R,R × (−1, 1)), v(t) = v(t+ 2kT )}. Define a nonlinear

operator N : Ω̄ ⊂ (Xk ∩ Zk) ⊂ Xk → Yk

Nv = (
y(t)√

1− y2(t)
,−cφ(y(t))− g(x(t))− h(x(t− τ(t))) + pk(t))

⊤.

Then problem (2.2) can be written as Lv = Nv in Ω̄.

We know KerL = {v|v ∈ Xk, v
′ = (x′(t), y′(t))⊤ = (0, 0)⊤}, then x′(t) ≡ 0, y′(t) ≡ 0,

obviously x ∈ R, y ∈ R, thus KerL = R2, and it is also easy to prove that ImL = {z ∈
Yk,

∫ 2kT

0
z(s)ds = 0}, so L is a Fredholm operator of index zero.

Let P : Xk → KerL, Pv = 1
2kT

∫ 2kT

0
v(s)ds, Q : Yk → ImQ, Qz = 1

2kT

∫ 2kT

0
z(s)ds. If set

Kp = L|−1
Ker p∩D(L), then

(Kpz)(t) =

∫ 2kT

0

Gk(t, s)z(s)ds,

where

G(t, s) =

{
s−2kT
2kT , 0 ≤ t ≤ s;
s

2kT , s ≤ t ≤ 2kT.

For all Ω such that Ω ⊂ (Xk ∩Zk) ⊂ Xk, we have Kp(I −Q)N(Ω̄) is a relative compact set

of Xk, QN(Ω) is a bounded set of Yk, so the operator N is L-compact in Ω.

3. Main results

For the sake of convenience, we list the following conditions.

[A1] There exist constants m0,m1 with m0 > m1 > 0 such that xg(x) ≤ −m0x
2, |xh(x)| ≤

m1x
2 and g′(x) < 0, ∀x ∈ R.

[A2] There exists a constant l > 0 such that |h(x1) − h(x2)| ≤ l|x1 − x2|, and h′(x) < 0,

∀x ∈ R.

[A3] p ∈ C(R,R) is a bounded function with p(t) ̸= 0 and B := (
∫
R
|p(t)|2dt) 1

2 +

ε
1/2
0 supt∈R |p(t)| < +∞, where ε0 is determined by (1.3).

Remark 3.1 From (1.3), we see that|pk(t)| ≤ supt∈R |p(t)|. If assumption [A3] holds, then for

each k ∈ N, (
∫ kT

−kT
|pk(t)|2dt)

1
2 < B.

In order to study the existence of 2kT -periodic solutions to system (2.2), we firstly study

some properties of all possible 2kT -periodic solutions to the following system: x′(t) = λφ(y(t)) = λ y(t)√
1−y2(t)

,

y′(t) = −λcφ(y(t))− λg(x(t))− λh(x(t− τ(t))) + λpk(t), λ ∈ (0, 1],
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where (xk, yk)
⊤ ∈ Zk ⊂ Xk . For each k ∈ N, let Σ represent the set of all the 2kT -periodic

solutions to the above system, and let α = maxt∈[0,T ] |τ(t)|.

Theorem 3.1 Assume conditions [A1]–[A3] hold, c >
√
2αl and c+Tc

√
m0−m1√

2T (m0−m1)(c−
√
2αl)

< 1
B .

For each k ∈ N, if (x, y)⊤ ∈ Σ, then there are positive constants ρ0, ρ1 ρ2 and ρ3 which are

independent of k and λ, such that

|x|0 ≤ ρ0, |y|0 ≤ ρ1 < 1, |x′|0 ≤ ρ2, |y′|0 ≤ ρ3.

Proof For each k ∈ N, if (x, y)⊤ ∈ Σ, then x′(t) = λφ(y(t)) = λ y(t)√
1−y2(t)

,

y′(t) = −cx′(t)− λg(x(t))− λh(x(t− τ(t))) + λpk(t), λ ∈ (0, 1].
(3.1)

Multiplying the first equation of (3.1) by y′(t) and integrating from −kT to kT , we have∫ kT

−kT

y′(t)x′(t)dt =

∫ kT

−kT

y′(t)λφ(y(t))dt =

∫ kT

−kT

λφ(y(t))dy(t) = 0.

It follows from the second equation of (3.1) that

c

∫ kT

−kT

(x′(t))2dt = −λ

∫ kT

−kT

h(x(t− τ(t)))x′(t)dt+ λ

∫ kT

−kT

pk(t)x
′(t)dt

= −λ

∫ kT

−kT

[h(x(t− τ(t)))− h(x(t))]x′(t)dt+ λ

∫ kT

−kT

pk(t)x
′(t)dt

≤
∫ kT

−kT

|h(x(t− τ(t)))− h(x(t))||x′(t)|dt+
∫ kT

−kT

|pk(t)||x′(t)|dt. (3.2)

Combining (3.2) with (A2) gives

c

∫ kT

−kT

(x′(t))2dt ≤ l

∫ kT

−kT

|x(t− τ(t))− x(t)||x′(t)|dt+
∫ kT

−kT

|pk(t)||x′(t)|dt.

Applying Holder’s inequality and Lemma 2.2 to the above inequality, we obtain

c ∥ x′ ∥22≤l
(∫ kT

−kT

|x(t− τ(t))− x(t)|2dt
) 1

2
(∫ kT

−kT

|x′(t)|2dt
) 1

2

+

(∫ kT

−kT

|pk(t)|2dt
) 1

2
(∫ kT

−kT

|x′(t)|2dt
) 1

2

≤
√
2αl ∥ x′ ∥22 + ∥ x′ ∥2∥ pk ∥2,

which implies that

∥x′∥2 ≤ B

c−
√
2αl

:= d0. (3.3)

Multiplying the second equation of (3.1) by x(t) and integrating from −kT to kT , we have∫ kT

−kT

y′(t)x(t)dt = −
∫ kT

−kT

y(t)x′(t)dt = −λ

∫ kT

−kT

y2(t)√
1− y2(t)

dt

= λ
(
−
∫ kT

−kT

x(t)g(x(t))dt−
∫ kT

−kT

x(t)h(x(t− τ(t)))dt+

∫ kT

−kT

x(t)pk(t)dt
)
,
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i.e., ∫ kT

−kT

y2(t)√
1− y2(t)

dt−
∫ kT

−kT

x(t)g(x(t))dt

=

∫ kT

−kT

x(t)h(x(t− τ(t)))dt−
∫ kT

−kT

x(t)pk(t)dt

≤
∫ kT

−kT

|x(t)||h(x(t− τ(t)))− h(x(t))|dt+∫ kT

−kT

|x(t)h(x(t)|dt+
∫ kT

−kT

|x(t)||pk(t)|dt. (3.4)

Combining (3.4) with (A1) and (A2), we get

∥y∥22 +m0∥x∥22 ≤ l

∫ kT

−kT

|x(t)||x(t− τ(t))− x(t)|dt+m1∥x∥22 +
∫ kT

−kT

|x(t)||pk(t)|dt.

Applying Holder’s inequality and Lemma 2.2 to the above inequality, we obtain

∥y∥22 + (m0 −m1)∥x∥22 ≤
√
2αl∥x′∥2∥x∥2 + ∥pk∥2∥x∥2,

which implies that

(m0 −m1)∥x∥22 ≤
√
2αl∥x′∥2∥x∥2 + ∥pk∥2∥x∥2, (3.5)

and

∥y∥22 ≤
√
2l∥x′∥2∥x∥2 + ∥pk∥2∥x∥2. (3.6)

So from (3.3), (3.5) and (A3), we can conclude that

∥x∥2 ≤ cB

(m0 −m1)(c−
√
2αl)

:= d1. (3.7)

Thus by using Lemma 2.3 for all t ∈ [−kT, kT ], we get

|x(t)| ≤ (2T )−
1
2

(∫ t+T

t−T

|x(s)|2ds
) 1

2

+ T (2T )−
1
p

(∫ t+T

t−T

|x′(s)|pds
) 1

p

≤ (2T )−
1
2

(∫ t+kT

t−kT

|x(s)|2ds
) 1

2

+ T (2T )−
1
2

(∫ t+kT

t−kT

|x′(s)|2ds
) 1

2

= (2T )−
1
2

(∫ kT

−kT

|x(s)|2ds
) 1

2

+ T (2T )−
1
2

(∫ kT

−kT

|x′(s)|2ds
) 1

2

. (3.8)

From (3.3), (3.7) and (3.8), we obtain

|x|0 = max
t∈[−kT,kT ]

|x(t)| ≤ (2T )−
1
2 d1 +

√
T

2
d0 := ρ0. (3.9)

From (3.3), (3.6) and (3.7) it follows

∥y∥2 ≤ cB
√
m0 −m1(c−

√
2αl)

:= d2. (3.10)

Multiplying the second equation of (3.1) by y′(t) and integrating from −kT to kT , we have∫ kT

−kT

(y′(t))2dt =−
∫ kT

−kT

λy′(t)g(x(t))dt−
∫ kT

−kT

λy′(t)h(x(t− τ(t)))dt+

∫ kT

−kT

λy′(t)pk(t)dt
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=

∫ kT

−kT

λ2g′(x(t))
y2(t)√
1− y2(t)

dt−
∫ kT

−kT

λy′(t)[h(x(t− τ(t)))− h(x(t))]dt+∫ kT

−kT

λ2h′(x(t))
y2(t)√
1− y2(t)

dt+

∫ kT

−kT

λy′(t)pk(t)dt.

From (A1) and (A2), we know that∫ kT

−kT

(y′(t))2dt ≤ l

∫ kT

−kT

|y′(t)||x(t− τ(t))− x(t)|dt+
∫ kT

−kT

|y′(t)||pk(t)|dt.

Applying Holder’s inequality and Lemma 2.2 to the above inequality gives

∥y′∥22 ≤
√
2αl∥x′∥2∥y′∥2 + ∥pk∥2∥y′∥2.

From (3.3) and (A3), we can conclude that

∥y′∥2 ≤ cB

c−
√
2αl

:= d3. (3.11)

In the similar way to (3.9), we get

|y|0 = max
t∈[−kT,kT ]

|y(t)| ≤ (2T )−
1
2 d2 +

√
T

2
d3 =

cB + TcB
√
m0 −m1√

2T (m0 −m1)(c−
√
2αl)

.

Since c+Tc
√
m0−m1√

2T (m0−m1)(c−
√
2αl)

< 1
B , we have

|y|0 ≤ cB + TcB
√
m0 −m1√

2T (m0 −m1)(c−
√
2αl)

:= ρ1 < 1. (3.12)

Let fρ = max|x|≤ρ0
|f(x)| and hρ = max|x|≤ρ0

|h(x)|. From (3.1), we have

|x′(t)|0 ≤ λ
|y(t)|√
1− y2(t)

≤ ρ1
1− ρ21

:= ρ2, (3.13)

and

|y′(t)|0 ≤ c|φ(y(t))|+ |g(x(t))|+ |h(x(t− τ(t)))|+ |pk(t)| ≤ cρ3 + gρ + hρ +B := ρ3. (3.14)

From (3.9), (3.12), (3.13) and (3.14), we know ρ0, ρ1, ρ2, ρ3 are the constants independent of k

and λ. Hence the conclusion of Theorem 3.1 holds.

Theorem 3.2 Assume that the conditions of Theorem 3.1 are satisfied. Then for each k ∈ N ,

system (2.2) has at least one 2kT -periodic solution (xk(t), yk(t))
T in Σ ⊂ Xk such that

|xk|0 ≤ ρ0, |yk|0 ≤ ρ1 < 1, |x′
k|0 ≤ ρ2, |y′k|0 ≤ ρ3,

where ρ0, ρ1, ρ2, ρ3 are the constants defined in Theorem 3.1.

Proof In order to use Lemma 2.1, for each k ∈ N , we consider the following system: x′(t) = λφ(y(t)) = λ y(t)√
1−y2(t)

,

y′(t) = −λcφ(y(t))− λg(x(t))− λh(x(t− τ(t))) + λpk(t), λ ∈ (0, 1)
(3.15)

where y(t) =
1
λx′(t)√

1+( 1
λx′(t))2

. Let Ω1 ⊂ Xk represent the set of all the 2kT -periodic of system

(3.15). Since (0, 1) ⊂ (0, 1], we have Ω1 ⊂ Σ, where Σ is defined in Theorem 3.1. If (x, y)T ∈ Ω1,
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by using Theorem 3.1, we get

|x|0 ≤ ρ0, |y|0 ≤ ρ1 < 1.

Let Ω2 = {v = (x, y)T ∈ KerL,QNv = 0}. If (x, y)T ∈ Ω2, then (x, y)T = (a1, a2)
T ∈ R2

(constant vector), we see that
∫ kT

−kT
a2√
1−a2

2

dt = 0,∫ kT

−kT
−c a2√

1−a2
2

− g(a1)− h(a1) + pk(t)dt = 0,

i.e., {
a2 = 0,∫ kT

−kT
−g(a1)− h(a1) + pk(t)dt = 0.

(3.16)

Multiplying the second equation of (3.16) by a1, we have

2kTm0a
2
1 ≤ 2kTm1a

2
1 +

∫ kT

−kT

a1pk(t)dt ≤ 2kTm1a
2
1 +

√
2kT |a1|B,

thus

|a1| ≤
B√

2kT (m0 −m1)
≤ B√

2T (m0 −m1)
:= β.

Now, if we set Ω = {v = (x, y)T ∈ Xk, |x|0 < ρ0 + β, |y|0 < ρ∗ < 1}, where ρ1 < ρ∗ < 1, then

Ω ⊃ Ω1 ∪Ω2. So condition [H1] and condition [H2] of Lemma 2.1 are satisfied. What remains is

verifying condition [H3] of Lemma 2.2. In order to do this, let

H(v, µ) : (Ω ∩KerL)× [0, 1] −→ R : H(v, µ) = µ(x, y)T + (1− µ)JQN(v),

where J : ImQ → KerL is a linear isomorphism, J(x, y) = (y, x)T . From assumption [A1], we

have vTH(v, µ) ̸= 0, ∀(v, µ) ∈ ∂Ω ∩KerL× [0, 1]. Hence

deg{JQN,Ω ∩KerL, 0} = deg{H(v, 0),Ω ∩KerL, 0} = deg{H(v, 1),Ω ∩KerL, 0} ≠ 0.

So condition H3 of Lemma 2.1 is satisfied. Therefore, by using Lemma 2.1, we see that Eq.(2.2)

has a 2kT -periodic solution (xk, yk)
T ∈ Ω̄. Obviously, (xk, yk)

T is a 2kT -periodic solution to

Eq.(3.1) for the case of λ = 1, so (xk, yk)
T ∈ Σ. Thus, by using Theorem 3.1, we get

|xk|0 ≤ ρ0, |yk|0 ≤ ρ1 < 1, |x′
k|0 ≤ ρ2, |y′k|0 ≤ ρ3.

Hence the conclusion of Theorem 3.2 holds. �

Theorem 3.3 Suppose that the conditions in Theorem 3.1 hold, then Eq.(1.1) has a nontrivial

homoclinic solution.

Proof From Theorem 3.2, we see that for each k ∈ N, there exists a 2kT -periodic solution

(xk, yk)
⊤ to Eq.(2.2) with

|xk|0 ≤ ρ0, |yk|0 ≤ ρ1 < 1, |x′
k|0 ≤ ρ2, |y′k|0 ≤ ρ3, (3.17)

where ρ0, ρ1, ρ2, ρ3 are constants independent of k ∈ N. And xk(t) is a solution of (1.2), so

(
x′
k(t)√

1 + (x′
k(t))

2
)′ + cx′

k(t) + g(xk(t)) + h(xk(t− τ(t))) = pk(t), (3.18)
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which together with yk(t) =
x′
k(t)√

1+(x′
k(t))

2
implies that yk(t) is continuously differentiable for

t ∈ R. Also, from (3.17), we have |yk|0 ≤ ρ1 < 1. It follows that x′
k(t) = φ(yk(t)) =

yk(t)√
1−y2

k(t)
is

continuously differentiable for t ∈ R, i.e.,

x′′
k(t) =

y′k(t)

(1− y2k(t))
3/2

.

By using (3.17) again, we have

|x′′
k |0 ≤ ρ3√

1− ρ21
:= ρ4. (3.19)

Clearly, ρ4 is a constant independent of k ∈ N. By using Lemma 2.4, we see that there is a

function x0 ∈ C1(R,R) such that for each interval [a, b] ⊂ R, there is a subsequence {xkj} of

{xk}k∈N with xkj (t) → x0(t) and x′
kj
(t) → x′

0(t) uniformly on [a, b]. Below, we will show that

x0(t) is just a homoclinic solution to Eq.(1.1).

For all a, b ∈ R with a < b, there must be a positive integer j0 such that for j >

j0, [−kjT, kjT − ε0] ⊃ [a− α, b+ α]. So for j > j0, from (1.3) and (3.18) we see that

(
x′
kj
(t)√

1 + (x′
kj
(t))2

)′ + cx′
kj
(t) + g(xkj

(t)) + h(xkj
(t− τ(t))) = p(t), t ∈ [a, b], (3.20)

which results in

(
x′
kj
(t)√

1 + (x′
kj
(t))2

)′ = −cx′
kj
(t)− g(xkj (t))− h(xkj (t− τ(t))) + p(t)

→ −cx′
0(t)− g(x0(t))− h(x0(t− τ(t))) + p(t), uniformly on [a, b].

Since
x′
kj

(t)√
1+(xkj

(t))2
→ x′

0(t)√
1+(x′

0(t))
2
uniformly for t ∈ [a, b] and

x′
kj

(t)√
1+(xkj

(t))2
is continuously differ-

entiable for t ∈ (a, b), we have( x′
0(t)√

1 + (x′
0(t))

2

)′
= −cx′

0(t)− g(x0(t))− h(x0(t− τ(t))) + p(t), t ∈ (a, b).

Considering a, b are two arbitrary constants with a < b, it is easy to see that x0(t), t ∈ R, is a

solution to system (1.1).

Now, we will prove x0(t) → 0 and x′
0(t) → 0 as |t| → ∞.

Since ∫ +∞

−∞
(|x0(t)|2 + |x′

0(t)|2)dt = lim
i→+∞

∫ iT

−iT

(|x0(t)|2 + |x′
0(t)|2)dt

= lim
i→+∞

lim
j→+∞

∫ iT

−iT

(|xkj (t)|2 + |x′
kj
(t)|2)dt,

clearly, for every i ∈ N , if kj > i, then by (3.3) and (3.7),∫ iT

−iT

(|xkj (t)|2 + |x′
kj
(t)|2)dt ≤

∫ kjT

−kjT

(|xkj (t)|2 + |x′
kj
(t)|2)dt ≤ d20 + d21.

Let i → +∞ and j → +∞. We have∫ +∞

−∞
(|x0(t)|2 + |x′

0(t)|2)dt ≤ d20 + d21, (3.21)
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and then ∫
|t|≥r

(|x0(t)|2 + |x′
0(t)|2)dt → 0, (3.22)

as r → +∞. So by using Lemma 2.2, we obtain

|x0(t)| ≤ (2T )−
1
2

(∫ t+T

t−T

|x(s)|2ds
) 1

2

+ T (2T )−
1
2

(∫ t+T

t−T

|x′(s)|2ds
) 1

2

≤ [(2T )−
1
2 + T (2T )−

1
2 ]
(∫ t+T

t−T

|x(s)|2ds+
∫ t+T

t−T

|x′(s)|2ds
) 1

2 → 0, as |t| → +∞.

Finally, we will show that

x′
0(t) → 0 as |t| → ∞. (3.23)

From (3.17), we know

|x0(t)| ≤ ρ0, |x′
0(t)| ≤ ρ2 for t ∈ R.

From (1.1), (A1) (A2) and (A3), we have∣∣( x′
0(t)√

1 + (x′
0(t))

2
)′
∣∣ ≤ c|x′

0(t)|+ |f(x0(t))|+ |h(x0(t− τ(t)))|+ |p(t)|

≤ cρ2 + sup
x∈[−ρ0,ρ0]

(f(x) + h(x)) +B := M2, for t ∈ R.

If (3.23) does not hold, then there exist ε1 ∈ (0, 1
4 ) and a sequence {tk} such that

|t1| < |t2| < |t3| < · · · , |tk|+ 1 < |tk+1|, k = 1, 2, . . . ,

and

|x′
0(tk)| ≥

2ε1√
1− (2ε1)2

, k = 1, 2, . . . .

From this we have for t ∈ [tk, tk + ε1/(1 +M2)],

|x′
0(t)| ≥

∣∣ x′
0(t)√

1 + (x′
0(t))

2

∣∣ = ∣∣∣ x′
0(tk)√

1 + (x′
0(tk))

2
+

∫ t

tk

(
x′
0(s)√

1 + (x′
0(s))

2
)′ds

∣∣∣
≥

∣∣ x′
0(tk)√

1 + (x′
0(tk))

2

∣∣− ∫ t

tk

∣∣( x′
0(s)√

1 + (x′
0(s))

2
)′
∣∣ds

≥ ε1.

It follows that ∫ +∞

−∞
|x′

0(t)|2dt ≥
∞∑
k=1

∫ tk+
ε1

1+M2

tk

|x′
0(t)|2dt = ∞,

which contradicts (3.21), and so (3.23) holds. Clearly, x0(t) ̸≡ 0, otherwise, p(t) ≡ 0, which

contradicts assumption [A3].

Hence the conclusion of Theorem 3.3 holds. �
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