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Abstract In this paper, we present numerical studies of a recently proposed scalar nonlocal

nonlinear conservation law in one space dimension. The nonlocal model accounts for nonlocal

interactions over a finite horizon and enjoys maximum principle, monotonicity-preserving and

entropy condition on the continuum level. Moreover, it has a well-defined local limit given by

a conventional local conservation laws in the form of partial differential equations. We discuss

convergent numerical approximations that preserve similar properties on the discrete level.

We also present numerical experiments to study various limiting behavior of the numerical

solutions.
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1. Introduction

Recently, a scalar nonlocal nonlinear hyperbolic conservations laws of the form:

∂u

∂t
+

∫ δ

0

(g(u, τhu)− g(τ−hu, u)

h

)

ωδ(h)dh = 0, (x, t) ∈ R× [0, T ],

u(x, 0) = u0(x), x ∈ R

(1.1)

has been proposed in [1]. Here, the parameter δ > 0 is called the nonlocal “horizon” which

measures the range of nonlocal interactions. The kernel function ωδ = ωδ(s) is assumed to be

symmetric ωδ(−s) = ωδ(s), nonnegative ωδ(s) ≥ 0, integrable ωδ ∈ L1(R), and with its support

in the interval [−δ, δ]. τ±hu(x, t) = u(x± h, t) denote shift operations and u0 is the initial data.

The two-point flux g = g(u1, u2) is assumed to satisfy the conditions specified later.

Equation (1.1) is spatially “nonlocal”, in contrast to its local limit given by the classical
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scalar one-dimensional hyperbolic conservation law

ut + ∂xf(u) = 0, (x, t) ∈ R× [0, T ],

u(x, 0) = u0(x), x ∈ R,
(1.2)

where f(u) = g(u, u) is the local flux function. As noted in [1], formally, equation (1.1) may

be seen as a continuum average of the three-point conservative finite difference scheme of (1.2)

given by:

un+1
j − unj +

∆t

∆x
[g(unj , u

n
j+1)− g(unj−1, u

n
j )] = 0, (1.3)

with the two-point flux function g = g(u, v). For (1.2) and (1.3), it is well known that if

g = g(u, v) is monotone, i.e., non-decreasing in u and non-increasing in v, then the scheme (1.3)

is monotone, and hence is total-variation-stable (TVS) and enjoys the maximum principle at the

discrete level [2,3]. By picking appropriate g with such properties, numerical solutions of scheme

(1.3) converge to the unique entropy solution of the local conservation law (1.2) with increased

numerical resolution.

For motivations of our interests in (1.1), we note that nonlocality has been introduced

in various ways in the modeling of diffusive and convective processed in the past, see [1] for

additional background and references. Earlier attempts have been made to generalize local

conservations laws in the form of PDEs to the nonlocal setting such as [4–16]. Other studies of

nonlocal models can be found in [17,18].

Considering nonlocal interactions with a finite range, one can find studies of models with

convective effects in [19] and [20] in the linear case and [21] on nonlinear models. For the nonlinear

model in [21], only local existence results are established due to the lack of maximum principle.

In [1], a new formulation is proposed to replace the model given in [21] so that maximum principle

and monotonicity-preserving properties can be preserved. The entropy condition also follows as

a consequence. Moreover, the existence and uniqueness of weak solutions of (1.1) have been

successfully established in [1] without assuming a priori bounds on the solutions. The nonlocal

Burgers equation studied in [5,16] has a different form but it also allows finite range interactions

by using a convective velocity given in terms of the convolution with a compactly supported

kernel. In general, unlike the model studied in this work, the nonlocal form presented in [5,16]

does not satisfy the entropy condition automatically on the continuum level. As pointed out

in [1], for a quadratic nonlinear flux, both the models in [21] and in this paper can also be

formulated in the form of a nonlocal flux but with more general kernels G that are no longer

translation invariant. Furthermore, the particular nonlocal conservation laws studied here may

be viewed as more physical continuum models as they preserve the unwinding feature and the

classical entropy conditions on the continuum level.

In this work, we carry out further numerical studies of (1.1). The numerical method we

employ is a monotone scheme that has been used in [1] to prove the well-posedness of (1.1).

Such a scheme shares much of the monotone schemes for local conservations laws, that is, it

satisfies maximum principle, monotonicity-preserving and total-variation-stable, so that numeri-

cal solutions are convergent to the continuum solution which automatically satisfies the entropy
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condition. We also show that a nonlocal Lax-Friedrich’s scheme can be reformulated within the

same class of schemes. In our numerical experiments, we take g as the numerical flux of finite

difference scheme for local Burgers’ equation, so that our nonlocal conservation law can be seen

as a “nonlocal Burgers’ equation”. We perform several types of experiments for the nonlocal

scheme using different initial data u0 and kernels ωδ, as specified below:

(i) for a fixed δ, refining ∆x and ∆t;

(ii) for fixed ∆x and ∆t, refining δ;

(iii) for a fixed number of interaction cells, r = ⌊δ/∆x⌋, refining δ (hence ∆x and ∆t

simultaneously);

From these runs, we get to examine the convergence of numerical approximations in different

regimes and the behavior of solutions to the nonlocal model.

1.1. Some basic definitions and properties of nonlocal models

We first recall some basic elements of the new nonlocal model and the relevant discrete

schemes, as presented in [1].

2. Model specification and properties

For the nonlocal conservation law, the nonlocal interaction kernel ωδ : R → [0,+∞) is a

nonnegative density, supported in (0, δ). That is,

ωδ ≥ 0, ωδ is supported on [0, δ],

∫ δ

0

ωδ(h)dh = 1. (2.1)

It can be taken as ωδ(h) = 1
δ
ρ(h

δ
), where ρ is a non-negative density function supported on [0, 1].

In this paper we assume that ωδ ∈ C2(0, δ).

For convenience we sometimes omit the dependence on δ, and abbreviate ωδ as ω, u(x, t) as

u(x) and the partial derivative of g with respect to the first or second argument as gi (i = 1, 2).

Let Ω ⊂ R be a bounded domain and T be a finite terminal time.

The flux g in (1.1) may take on different forms. But independent of the special choices, it

is assumed to have the following properties.

(i) g is consistent with a local flux f :

g(u, u) = f(u). (2.2)

(ii) g :W 1,∞(R)×W 1,∞(R) →W 1,∞(R) and its partial derivatives, denoted as g1 and g2,

are Lipschitz continuous, with Lipschitz constant C:

||g(a, b)− g(c, d)||∞ +

2
∑

i=1

||gi(a, b)− gi(c, d)||∞ ≤ C(||a− c||∞ + ||b− d||∞). (2.3)

(iii) g is nondecreasing with respect to the first argument, and nonincreasing to the second

argument:

g1(u1, u2) :=
∂g

∂u1
(u1, u2) ≥ 0, g2(u1, u2) :=

∂g

∂u2
(u1, u2) ≤ 0. (2.4)
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(iv) Partial derivatives {gi} are bounded in L∞(R),

||gi(a, b)||∞ ≤ C(||a||∞ + ||b||∞), i = 1, 2, (2.5)

where the constant C only depends on g. Classical examples for the construction of such a flux

function include Godunov’s scheme [22] and Lax-Friedrich’s scheme.

Some useful notions of numerical schemes for local conservation laws have been developed

in the literature. They are equally applicable to the nonlocal conservation laws at the continuum

level. We list a few of them below:

• Conservative: a scheme for (1.2) is conservative, if it is of the form (1.3).

• Consistent: a scheme like (1.3) is consistent if g satisfies g(u, u) = f(u).

• Monotone: a scheme is monotone if

unj ≤ vnj for all n, j. (2.6)

• Total-variation-diminishing (TVD), if we have
∑

j

|un+1
j+1 − un+1

j | ≤
∑

j

|unj+1 − unj |, (2.7)

• Maximum principle preserving, if

min
k
u0k ≤ unj ≤ max

k
u0k, for all n, j. (2.8)

We can get a conservative monotone scheme by picking g to be monotone, i.e., non-decreasing

on the first argument, and non-increasing on the second argument. The usual CFL condition

∆t

∆x

(

|
∂g(a, b)

∂a
|+ |

∂g(a, b)

∂b
|
)

≤ 1, (2.9)

is needed. The scheme is then automatically monotonicity preserving, TVD and maximum

principle preserving [3]. The nonlocal model studied here shares many of the above properties

which are also consistent to the physical intuition. In particular, the nonlocal conservation

law (1.1) enjoys the maximum principle, that is, if u obtains its maximum and minimum in

UT = Ω× [0, T ], then ΓT = (∂Ω× (0, T ]) ∪ (Ω̄× {t = 0}), we have

max
UT

u = max
ΓT

u, min
UT

u = min
ΓT

u.

Moreover, it has been shown in [1] that a nonlocal entropy condition is automatically satisfied

by the solution of (1.1), that is, the following Kružkov-type entropy inequality is satisfied:
∫ T

0

∫

R

|u− c|φtdxdt+

∫ T

0

∫

R

∫ δ

0

τhφ− φ

h
q(u, τhu)ω(h)dhdxdt ≥ 0 (2.10)

for φ ∈ C1
0 (R × [0, T ]) with φ ≥ 0 and any constant c ∈ R. Here, q is the nonlocal entropy flux

corresponding to the entropy function η(u, c) = |u− c|, defined as

q(a, b; c) = g(a ∨ c, b ∨ c)− g(a ∧ c, b ∧ c), (2.11)

or equivalently,

q(a, b; c) =sgn(b− a)
{sgn(a− c) + sgn(b− c)

2
[g(a, b)− g(c, c)]+
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sgn(a− c)− sgn(b − c)

2
[g(c, b)− g(a, c)]

}

,

where sgn(0) = 1. In particular, by the consistency of g stated in (2.2), we have

q(u, u; c) = g(u ∨ c, u ∨ c)− g(u ∧ c, u ∧ c) = sgn(u − c)[f(u)− f(c)] = q(u, c),

where q(u, c) is the local entropy flux. The inequality (2.10) is referred to as the entropy inequality

for the nonlocal conservation law (1.1).

2.1. Localization of the nonlocal conservation law

A key feature of our nonlocal model is the explicit use of the nonlocal horizon parameter δ

to characterize the range of nonlocal interactions. This is inspired by the same notion used in

peridynamics [23,24]. Mathematical studies associated with the limit δ → 0 have been discussed

extensively, see [25–28]. We now show formally that the nonlocal conservation law (1.1) reduces

to the local one (1.2). We denote δ̄ as the Dirac delta function.

Lemma 2.1 Assume g ∈ C1(R× R), u ∈ C1(R), and that

lim
δ→0

ωδ(h) → δ̄(h) (2.12)

in the distribution sense. Then:

lim
δ→0

∫ δ

0

[g(u(x), u(x+ h))− g(u(x− h), u(x))]
ωδ(h)

h
dh = [f(u)]x.

Proof By assumption, for any (x, t), g(u(x),u(x+h))−g(u(x−h),u(x))
h

, as a function of h, is in C1(R).

By (2.12), we have

lim
δ→0

∫

R

g(u(x), u(x+ h))− g(u(x− h), u(x))

h
ωδ(h)dh

=

∫

R

g(u(x), u(x+ h))− g(u(x− h), u(x))

h
δ̄(h)dh

= lim
h→0

g(u(x), u(x+ h))− g(u(x− h), u(x))

h

= lim
h→0

g(u(x), u(x+ h))− g(u(x), u(x))

u(x+ h)− u(x)

(u(x+ h)− u(x)

h

)

+

lim
h→0

g(u(x), u(x)) − g(u(x− h), u(x))

u(x)− u(x− h)

(u(x)− u(x− h)

h

)

= g2(u(x), u(x))u
′(x) + g1(u(x), u(x))u

′(x) = [g(u, u)]x = [f(u)]x.

The last equality comes from the consistency of g with local flux f (2.2). �

The next lemma shows that if there is a function u, in the suitable function space, satisfying

a nonlocal entropy condition, then as δ → 0, u also satisfies local entropy condition.

Lemma 2.2 Assume that g satisfies (2.2), (2.3) and (2.4), and kernel ωδ satisfies condition

(2.1). Let u ∈ L∞(R × R
+), u(·, t) ∈ BV (R) for any t ∈ [0, T ], and u satisfies the nonlocal

entropy inequality. Then as δ → 0, u also satisfies the local entropy inequality (2.13), that is,
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for any φ ∈ C1
0 (R× (0, T )) with φ ≥ 0 and any c ∈ R,

∫ T

0

∫

R

|u− c|φt + sgn(u− c)(f(u)− f(c))∂xψdxdt ≥ 0. (2.13)

Proof Since u satisfies the nonlocal entropy inequality (2.10), we have
∫ T

0

∫

R

φt|u− c|dxdt+

∫ T

0

∫

R

∫ δ

0

τhφ− φ

h
q(u, τhu)ω

δ(h)dhdxdt ≥ 0.

Recall that q(u, u) = sgn(u− c)(f(u)− f(c)), we only need to prove

lim
δ→0

∫ T

0

∫

R

∫ δ

0

τhφ− φ

h
q(u, τhu)ω

δ(h)dhdxdt =

∫ T

0

∫

R

∂x(φ(x))q(u, u)dxdt.

Let us suppose that the compact support of φ is in [a, b]× [0, T ]. By boundedness of q and

the fact that ωδ ∈ L1(R) (2.1), we have

∣

∣

∣

∫ δ

0

τhφ− φ

h
q(u, τhu)ω

δ(h)dh
∣

∣

∣
≤

∫ δ

0

C||φx||L∞(R)(||u||L∞(R) + 1)ωδ(h)dh

≤ C

∫ δ

0

ωδ(h)dh ≤ C,

so we can apply the dominated convergence theorem to get

lim
δ→0

∫ T

0

∫

R

∫ δ

0

[φ(x + h, t)− φ(x, t)]q(u, τhu)
ωδ(h)

h
dhdxdt

= lim
δ→0

∫ T

0

∫ b

a

∫ δ

0

[φ(x+ h, t)− φ(x, t)]q(u, τhu)
ωδ(h)

h
dhdxdt

=

∫ T

0

∫ b

a

(

lim
δ→0

∫ δ

0

[φ(x + h, t)− φ(x, t)]q(u, τhu)
ωδ(h)

h
dh

)

dxdt

=

∫ T

0

∫ b

a

∂x(φ(x))q(u, u)dxdt,

where the last equality is based on the following fact

lim
δ→0

∫ δ

0

[φ(x + h, t)− φ(x, t)]q(u, τhu)
ωδ(h)

h
dh = ∂x(φ(x))q(u, u), (2.14)

for (x, t) almost everywhere in [a, b]× [0, T ], which is to be proved next.

In fact, for any t ∈ [0, T ], since u(·, t) is a BV function, u(·, t) is continuous with respect to

x almost everywhere on R. Let x ∈ [a, b] be a continuity point of u(·, t). Then for any ε > 0,

there exists a δ∗ > 0, such that for any δ < δ∗,

∣

∣

φ(x+ h)− φ(x)

h
− φx

∣

∣ ≤ ε, |u(x)− u(x+ h)| ≤ ε, a.e h ∈ (0, δ].

So by the boundedness and Lipschitz continuity of q, we have

∣

∣

φ(x+ h)− φ(x)

h
q(u, τhu)− φxq(u, u)

∣

∣

≤
∣

∣

φ(x+ h)− φ(x)

h
− φx

∣

∣ · |q(u, τhu)|+ |φx| · |q(u, τhu)− q(u, u)|

≤
∣

∣

φ(x+ h)− φ(x)

h
− φx

∣

∣C(||u||L∞(R) + 1) + C|u− τhu| ≤ Cε,
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with C = C(φ, ||u||L∞ , g). Therefore,

∣

∣

∣

∫ δ

0

φ(x + h)− φ(x)

h
q(u, τhu)ω

δ(h)dh− φxq(u, u)
∣

∣

∣

≤
∣

∣

∣

∫ δ

0

φ(x + h)− φ(x)

h
q(u, τhu)ω

δ(h)dh−

∫ δ

0

φxq(u, u)ω
δ(h)dh

∣

∣

∣

≤

∫ δ

0

∣

∣

φ(x + h)− φ(x)

h
q(u, τhu)− φxq(u, u)

∣

∣ωδ(h)dh

≤ Cε

∫ δ

0

ωδ(h)dh = Cε,

where C = C(φ, ||u||L∞ , g), which gives (2.14) and thus completes the proof. �

At least formally, we can see from the above discussion the close connection between the

nonlocal models and their local limits as δ → 0 with nonlocal interaction kernels getting localized.

Thus, nonlocal models may be viewed as natural generalizations of their local counterpart. For

a more rigorous theory on the convergence of the weak solutions, we refer to [1].

3. Numerical schemes for nonlocal models and their local limits

In [1], a monotone scheme was proposed for discretizing the nonlocal conservation law

(1.1). Denote ∆x and ∆t as the spacial and time grid-size, Ij = [(j − 1
2 )∆x, (j +

1
2 )∆x) and

In = [n∆t, (n+1)∆t) as the spacial and time cells, and grid points xn, tn as the mid-point of Ij

and In. Denote unj as the numerical solution at grid point (xj , t
n). In this work, for simplicity,

we always take the grid size ∆h = ∆x. We pay close attention to the notion of asymptotic

compatibility developed in [27,29] for the discretization of nonlocal models. Such a property is

important for validation and verification as it ensures that the discrete numerical solutions of

the nonlocal model can give the correct limit as the mesh gets refined and the nonlocal horizon

shrinks.

Let us fix (x, t) = xj , t
n and consider the following forward-in-time conservative scheme for

the nonlocal problem (1.1):



















un+1
j − unj

∆t
+

r∨1
∑

k=1

[gj,j+k − gj−k,j ]Wk = 0,

u0j =
1

∆x

∫

Ij

u0(x)dx,

(3.1)

where Ij := [xj− 1
2
, xj+ 1

2
), gi,j := g(ui, uj) and for k ≤ r,

Wk =















1

k∆x

∫ k∆x

(k−1)∆x

ωδ(h)dh+
1k=r

r∆x

∫ δ

r∆x

ωδ(h)dh, r ≥ 2,

1

∆x
, r = 1.

(3.2)

Here 1m=n is the Kronecker-Delta that gives value 1 for m = n and 0 for m 6= n.
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Remark 3.1 Since ω satisfies (2.1), Wk defined in (3.2) satisfies

∆x
r∨1
∑

k=1

kWk = 1, for any pair (∆x, δ). (3.3)

Equivalently, we may reformulate the first equation in (3.1) as

un+1
j = H(unj−r, . . . , u

n
j , . . . , u

n
j+r) (3.4)

with H defined as

H(unj−r, . . . , u
n
j , . . . , u

n
j+r) = unj −∆t

r∨1
∑

k=1

[gj,j+k − gj−k,j ]Wk. (3.5)

In the following, we refer scheme (3.1) or (3.4) as the nonlocal scheme for convenience.

Remark 3.2 If we fix spacial mesh ∆x, let δ < ∆x and δ → 0, the first equation in scheme

(3.1) reduces to

un+1
j = unj −

∆t

∆x
[g(uj , uj+1)− g(uj−1, uj)], (3.6)

which is a standard finite difference scheme for local conservation law (1.2), where g serves as

the numerical flux function.

Like the local case, we note that a nonlocal version of Lax-Friedrich’s scheme can also be seen

as the forward-in-time scheme (3.1) with a new flux g̃. Indeed, consider the following “nonlocal”

Lax-Friedrich’s scheme

un+1
j − 1

2

∑r∨1
k=1Q

r
k(u

n
j+k + unj−k)

∆t
+

r∨1
∑

k=1

[gj,j+k − gj−k,j ]Wk = 0. (3.7)

The coefficients {Qr
k}k may depend on r, and are required to satisfy the following conditions:

r∨1
∑

k=1

Qr
k = 1, Qr

k ≥ 0, sup
r≥1

r
∑

k=1

Qr
kk

2 <∞. (3.8)

Remark 3.3 An example of Qr
k is:

Qr
k =

Cr

k4
, Cr =

(

r
∑

k=1

1

k4

)−1

. (3.9)

Note that the case Qr
k ≡ C (with C being a constant independent of k) violates the third

condition in (3.8). When r = 1, Qr
k = 1, it recovers the classical Lax-Friedrich’s method:

u
n+1

j
− 1

2
(un

j+1+un
j−1)

∆t
∼ ut.

Lemma 3.4 Assume that {Qr
k}k satisfies the second condition in (3.8). Taking

Qr
k = ∆x(kWk), (3.10)

then, the first condition in (3.8) is automatically satisfied due to (3.3), and the nonlocal Lax-

Friedrich’s scheme (3.7) can be written into the form of forward-in-time scheme (3.1), with a

new flux

g̃(uj , uj+k) = g(uj , uj+k)−
k

2β
(uj+k − uj), where β =

∆t

∆x
. (3.11)
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Moreover, if g satisfies conditions (2.2)–(2.5), so does g̃.

Proof The nonlocal Lax-Friedrich’s scheme (3.7) can be rewritten as

un+1
j − unj

∆t
=

1

∆t

[1

2

r∨1
∑

k=1

Qr
k(u

n
j+k + unj−k)− unj

]

−

r
∑

k=1

[gj,j+k − gj−k,j ]Wk.

Note that, by the first condition on Qr
k in (3.8),

1

2

r∨1
∑

k=1

Qr
k(u

n
j+k + unj−k)− unj =

1

2

r∨1
∑

k=1

Qr
k(u

n
j+k + unj−k)−

(

r∨1
∑

k=1

Qr
k

)

unj

=
1

2

r∨1
∑

k=1

Qr
k[(u

n
j+k − unj )− (unj − unj−k)].

Plugging it in and using the definition of Qr
k in (3.10) and the notation gnj,k = g(unj , u

n
k ),

one has

un+1
j − unj

∆t
=

r∨1
∑

k=1

{ Qr
k

2∆t
[(unj+k − unj )− (unj − unj−k)]−Wk(g

n
j,j+k − gnj−k,j)

}

=

r∨1
∑

k=1

Qr
k

k∆x

k

2β
[(unj+k − unj )− (unj − unj−k)]−

r∨1
∑

k=1

Wk(g
n
j,j+k − gnj−k,j)

=

r∨1
∑

k=1

Wk

{ k

2β
(unj+k − unj )−

k

2β
(unj − unj−k)− (gnj,j+k − gnj−k,j)

}

= −

r∨1
∑

k=1

Wk[g̃(u
n
j , u

n
j+k)− g̃(unj−k, u

n
j )]

where in the last equality, the new flux g̃ is taken as

g̃(unj , u
n
j+k) = gnj,j+k −

k

2β
(unj+k − unj ).

Moreover, it is easy to verifty (2.2–2.5) for g̃ whenever the same equations hold for g.

Under the assumption that ∆x and ∆t satisfy the CFL condition:

(
∆t

∆x
)
(

sup
B1≤a,b≤B2

|g1(a, b)|+ sup
B1≤a,b≤B2

|g2(a, b)|
)

≤ 1, (3.12)

the convergence of the numerical scheme has been established in [1]. Specifically, let unj be the

numerical solution of scheme (3.1). Denote Ij = [(j − 1
2 )∆x, (j +

1
2 )∆x), and In = [n∆t, (n +

1)∆t). Define piecewise constant function u∆,δ using the grid function unj :

u∆,δ(x, t) =
∞
∑

n=0

∞
∑

j=−∞

unj 1Ij×In(x, t), (3.13)

where 1Ij×In is the indicator function which takes value 1 when (x, t) ∈ Ij×In, and 0 otherwise.

Thus u∆,δ depends on the grid size ∆x, ∆t, and the horizon parameter δ. For the continuum

solution to the nonlocal model, we use the notation uδ to explicitly emphasize the dependence

on δ. it is shown in [1] that
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(i) for a fixed δ > 0, with ∆x to 0, u∆,δ converges to the entropy solution uδ of the nonlocal

conservation law (1.1) in L1
loc(R) uniformly for t ∈ [0, T ]. More precisely,

lim
∆x→0

sup
t∈[0,T ]

∫

R

|u∆,δ(·, t)uδ(·, t)|dxdt = 0; (3.14)

(ii) as δ and ∆x both go to 0, u∆,δ converges to the entropy solution of local conservation

law (1.2), ulocal : [0, T ] → L1(R), in L1
loc(R) uniformly for t ∈ [0, T ]. More precisely,

lim
(∆x,δ)→(0,0)

sup
t∈[0,T ]

∫

R

|u∆,δ(·, t)− ulocal(·, t)|dxdt = 0. (3.15)

4. Numerical experiments

In this section, we will perform numerical experiments on scheme (3.1) for our nonlocal

conservation law (1.1). We will pick g as the Godunov flux function corresponding to the finite

difference scheme of the classical Burgers’ equation (1.2).

We will perform five groups of numerical experiments for the nonlocal scheme (3.1), each

with different initial data u0 and kernels ωδ:

(i) fix δ and refine ∆x. The numerical solution of nonlocal Burgers’ equation converges;

(ii) fix ∆x and refine δ. The numerical solution of nonlocal Burgers’ equation converges to

the numerical solution of local Burgers’ equation;

(iii) fix the number of interaction cells, r = ⌊δ/∆x⌋, and refine both δ and ∆x at the same

time. The numerical solution of nonlocal Burgers’ equation converges to the entropy solution of

local Burgers’ equation.

4.1. Set up g, u0 and ωδ

We will take g as the Godunov flux gG for the finite difference scheme of the classical

Burgers’ equation ut + uux = 0:

gG(unj , u
n
j+1) =











min
un
j
≤θ≤un

j+1

θ2/2, if unj ≤ unj+1,

max
un
j+1

≤θ≤un
j

θ2/2, if unj ≥ unj+1.

Since f(u) = u2/2 is strictly convex, the above formula reduces to

gG(unj , u
n
j+1) = max{f(max(unj , θ

∗)), f(min(unj+1, θ
∗))},

where θ∗ is the unique local minimum of f , θ∗ = 0. That is,

gG(a, b) =
1

2
max{(a+)2, (b−)2}. (4.1)

For the nonlocal interaction kernel ωδ, we focus on kernels that are power-like functions. Let

p > −1, consider the following density function ρ, and the corresponding kernel ωδ(h) = ρ(h/δ)/δ:

ρ(h) = (1 + p)hp1(0,1)(h), ωδ(h) =
(1 + p

δ1+p

)

hp1(0,δ)(h). (4.2)
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In the reported experiments, we use three initial conditions, all are periodic with respect to

the [−1, 1]. The first two initial conditions are piecewise-constant functions for Riemann problem,

while the third is a smooth function:

u10(x) =







1, x ∈ [−1, 0),

0, x ∈ [0, 1];
, u20(x) =







−1, x ∈ [−1, 0),

1, x ∈ [0, 1];
, u30(x) = sinπx.

The initial data u0j in the discrete level is taken as the cell average given in (3.1).

Remark 4.1 (1) In our experiments, we investigate how the following elements would affect the

numerical solutions: time T , horizon δ, grid-size ∆x, initial data ui0, and p, the power parameter

that determines kernel ωδ in (4.2).

(2) In all experiments we fix ∆t
∆x

= 0.25, which makes nonlocal CFL condition (3.12) hold,

for gG and all p > −1.

(3) We only consider the case when δ is a multiple of cell size ∆x, such that r = ⌊δ/∆x⌋

is a nonnegative integer.

(4) In all our plots, black curve represents the initial data.

4.2. Experiment 1: fix δ, refine ∆x

In Figure 1, we fix horizon δ = 0.2, terminal time T = 0.6, and refine ∆x.

Columns of Figure 1 correspond to different choices of initial data ui0, while the rows indicate

different p values. In each plot, the color blue, cyan, green, yellow, purple and red correspond to

∆x = 1
8 ,

1
16 ,

1
32 ,

1
64 ,

1
128 and 1

256 , respectively. The plots show that, as we refine ∆x, the curves

get closer and appear to converge.

Error ‖u∆,δ − uδ‖, kernel ωδ
1, p = 1

dx L1 L∞ BV

1/8 0.1929 0.5619 1.3261

1/16 0.0944 0.3125 0.7579

1/32 0.0458 0.1983 0.4721

1/64 0.0214 0.1120 0.2634

1/128 0.0093 0.0539 0.1261

1/256 0.0031 0.0196 0.0455

Table 1 Errors between nonlocal numerical solutions and nonlocal “true” solution,

with p = 1, δ = 0.2, T = 0.6

It is also interesting to observe how the p value impacts the nonlocal solutions under the

same δ at the same time T . In general, the smaller p is, the more the nonlocal solutions look

like the solution of local Burgers’ equation. More specifically, for u10, when p decreases from 1 to

−0.9, the discontinuity introduced by u10 flats out less, and the nonlocal solution appears steeper

near x = 0.3. While in the u20 case, we see the opposite. As p decreases, the discontinuity in the
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nonlocal solution flats out faster, and the nonlocal solution appears smoother near x = 0. For

the smooth initial data u30, the smaller p is, the more nonlocal solution looks more like a shock,

a matter that will be investigated further in our future works.

Error ‖u∆,δ − uδ‖, kernel ωδ
2, p = 0

dx L1 L∞ BV

1/8 0.1899 0.5261 1.2469

1/16 0.0963 0.3750 0.8666

1/32 0.0467 0.2779 0.6196

1/64 0.0220 0.1848 0.4039

1/128 0.0096 0.1041 0.2252

1/256 0.0032 0.0439 0.0939

Table 2 Errors between nonlocal numerical solutions and nonlocal “true” solution,

with p = 0, δ = 0.2, T = 0.6

Error ‖u∆,δ − uδ‖, kernel ωδ
3 , p = −0.9

dx L1 L∞ BV

1/8 0.1469 0.2906 0.8621

1/16 0.0787 0.2943 0.7463

1/32 0.0393 0.2786 0.6307

1/64 0.0188 0.2637 0.5612

1/128 0.0084 0.2484 0.5119

1/256 0.0031 0.2275 0.4600

Table 3 Errors between nonlocal numerical solutions and nonlocal “true” solution,

with p = −0.9, δ = 0.2, T = 0.6

Error ‖u∆,δ − u∆,0‖ with p = 0

δ L1 L∞ BV

0.32 0.1237 0.1436 0.7929

0.16 0.0682 0.0821 0.6251

0.08 0.0394 0.0894 0.5139

0.04 0.0212 0.0721 0.3246

0.02 0.0122 0.0489 0.1742

0.01 0.0096 0.0357 0.1039

Table 4 Errors between nonlocal numerical solutions and local true solution, with p = 0

Tables 1–3 list the errors of numerical solutions in L1, L∞ and BV norms, for p = 1, p = 0

and p = −0.9, respectively, with the smooth initial dat u30. Again, δ = 0.2 and T = 0.6 are used.

The “true” nonlocal solution uδ is taken as a solution computed on a sufficiently fine mesh, with
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∆x = 1
512 and ∆t = ∆x

4 . The tables show that, as we refine ∆x, the errors are decreasing, no

matter which norm is used. For the p = −0.9 case, the L∞ and BV norms do not reduce as

significantly as the p = 1 and p = 0 case. It may be due to possible shock formation near x = 0

when p = −0.9 as mentioned above.
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Figure 1 Solutions for δ = 0.2, T = 0.6 and decreasing ∆x. The colors blue, cyan, green, yellow,

purple and red correspond to ∆x = 1

8
, 1

16
, 1

32
, 1

64
, 1

128
and 1

256
, respectively.

4.3. Experiment 2: fix ∆x, refine parameter δ

In Figure 2, we fix ∆x = 0.005 and T = 0.5 while refining δ. This means that we use a

fixed spatial mesh and time steps but change the model parameter. The blue, cyan, green and

purple curves correspond to solutions with respect to δ = 64∆x, 16∆x, 4∆x and ∆x. From the

plots we see that, as we refine δ, the curves get closer to the numerical solution, denoted by u∆,0

of classical Burgers’ equation on the same mesh. Tables 4–6 list the numerical errors in L1, L∞

and BV norms, when using p = 0.25, p = 0 and p = −0.5, with T = 0.2, δ = 0.2 fixed. It is

shown that, as we refine δ, the errors all decrease. Note that u∆,0 is a finite difference solution
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of classical Burgers’ equation, and it is computed on a fine mesh of ∆x = 1
1600 and ∆t = ∆x

4 ,

using the classical Godunov method.
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Figure 2 Solutions with a fixed ∆x and a decreasing δ

Error ‖u∆,δ − u∆,0‖ with p = −0.5

δ L1 L∞ BV

0.32 0.0850 0.1055 0.6007

0.16 0.0487 0.0687 0.5096

0.08 0.0280 0.0751 0.3840

0.04 0.0159 0.0587 0.2391

0.02 0.0109 0.0430 0.1418

0.01 0.0096 0.0358 0.1039

Table 5 Errors between nonlocal numerical solutions and local true solution, with p = −0.5
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Error ‖u∆,δ − u∆,0‖ with p = 0.25

δ L1 L∞ BV

0.32 0.1371 0.1563 0.8691

0.16 0.0750 0.0904 0.6578

0.08 0.0439 0.0965 0.5605

0.04 0.0240 0.0808 0.3656

0.02 0.0138 0.0558 0.1999

0.01 0.0108 0.0404 0.1172

Table 6 Errors between nonlocal numerical solutions and local true solution, with p = 0.25

4.4. Experiment 3: fix r, refine both ∆x and δ simultaneously

In Figures 3–5, we again use p = 0.25, p = 0 and p = −0.5, respectively. In each case, we

fix r = 2 and r = 5 while refining δ and ∆x by half each time. The blue, cyan, green, purple and

red colored curves correspond to δ = 0.2, 0.1, 0.05, 0.025 and 0.0125 at T = 0.5.

As the plots show, for all three initial data ui0 and p, no matter what value r takes on,

as δ and ∆x are refined at the same time, the nonlocal numerical solutions get closer to the

corresponding finite difference solution of classical Burgers’ equation.

Also, if we compare the plots with the same r but different p values, we observe similar

phenomenon as Experiment 1: when p decreases, the more the nonlocal solutions look like the

solution of local Burgers’ equation.
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Figure 3 Solutions for p = 0.25, with a fixed r and decreasing ∆x
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Figure 4 Solutions for p = 0, with a fixed r and decreasing ∆x
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Figure 5 Solutions for p = −0.5, with a fixed r and decreasing ∆x

5. Summary and future work

We studied a recently proposed nonlocal conservation laws that may be represented as a

reasonable generalization of the local conservation law. By adopting a monotone scheme, we see
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that computationally, the numerical solutions for a given horizon δ converge, as ∆x→ 0, to the

entropy solution of the nonlocal conservation law, while as both δ and ∆x vanish, the numerical

solutions converge to the entropy solution of the local conservation law. These experimental

results are consistent with the theoretical findings established in [1].

There are several directions that may deserve further exploration:

• The regularity of the solutions of nonlinear nonlocal conservation laws. One of the most

intriguing features of the nonlinear local conservation laws is about shock formation. We see

numerical evidence of similar phenomena for the nonlocal models and we will report further

theoretical analysis elsewhere.

• Higher order scheme. In the local case, the accuracy order of a monotone scheme is at

most 1. For our nonlocal monotone scheme (3.1), Experiment 2 suggests that its accuracy order

is also no larger than 1. It would be interesting to explore higher-order numerical schemes.

• Nonlocal-in-time. The nonlocality in our nonlocal conservation law is focused on the

spacial variable. We could also try to non-localize the time variable, similar to the study given

in [30] for linear nonlocal-in-time diffusion models.

• Higher dimensional problems and systems. Our work has focused on a scalar u with x ∈ R.

There are many open questions when u is a vector-valued function defined in multidimensional

space. Such generalizations will surely be of more interests in many applications.
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