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#### Abstract

In this paper, we study the multiplicity of positive solutions for multi-point boundary value problem of Riemann-Liouville fractional differential equation with multi-terms fractional derivative in the boundary conditions. By using the properties of the Green function and a generalization of the Leggett-Williams fixed point theorem due to the work of Bai and Ge , the sufficient conditions to guarantee the existence of at least three positive solutions are established. In the end of this paper, we have also given out the example to illustrate the wide range of potential application of our main results.
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## 1. Introduction

In this paper, we consider the following $m$-point boundary value problem of fractional differential equation

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)+f\left(t, u(t), D^{\beta} u(t)\right)=0, t \in(0,1)  \tag{1.1}\\
u(0)=u^{\prime}(0)=0 \\
D^{\beta} u(1)=\sum_{i=1}^{m-2} \lambda_{i} D^{\eta_{i}} u\left(t_{i}\right)
\end{array}\right.
$$

where $D^{\alpha}, D^{\beta}$ and $D^{\eta_{i}}$ are the Riemann-Liouville fractional derivative operators of order $\alpha, \beta$ and $\eta_{i}$, respectively, $1<\beta<2<\alpha<3$ with $\alpha-\beta>1,0 \leq \eta_{i} \leq 1, \lambda_{i}>0,0<t_{i}<1$, $i=1,2, \ldots, m-2, f \in C([0,1] \times[0,+\infty) \times[0,+\infty),[0,+\infty))$.

In the past decades, the fractional differential equation theory has gained considerable popularity and importance due to its demonstrated applications in numerous widespread fields of

[^0]science and engineering [1-4]. Driven by the wide range of the applications, the boundary value problems for fractional order differential equations have been studied by more and more researchers [5-15].

On the other hand, although the boundary value problems of fractional differential equations have been investigated by many authors, the multi-point boundary value problem for fractional differential equation involving the fractional derivative in both the nonlinearities and boundary conditions are seldom studied and only limited research papers have been considered [16-18].

The purpose of this paper is to establish the multiplicity of positive solutions of boundary value problem (1.1). Our paper is organized as follows. In Section 2, we give out some basic definitions and lemmas to prove our main results. In Section 3, by using a generalization of the Leggett-Williams fixed point theorem due to the work of Bai and Ge, we establish the existence of at least three positive solutions of boundary value problem (1.1). In Section 4, as applications, some examples are presented to illustrate our main results. Finally, in Section 5, we give out the conclusion of this paper.

## 2. Preliminary

For the convenience of reading, in this section, we provide the background knowledge on the fractional calculus and fractional differential equations.

Definition 2.1 ([1,2]) The standard Riemann-Liouville fractional derivative of order $\alpha>0$ of a continuous function $u:[0,+\infty) \rightarrow \mathbb{R}$ is given by

$$
D^{\alpha} u(t)=\frac{1}{\Gamma(n-\alpha)}\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{n} \int_{0}^{t} \frac{u(s)}{(t-s)^{\alpha-n+1}} \mathrm{~d} s
$$

where $n$ is an integer with $n-1<\alpha<n$, provided the right integral converges. And the Riemann-Liouville fractional integral of order $\alpha>0$ is defined by

$$
I^{\alpha} u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} u(s) \mathrm{d} s
$$

provided the right integral converges.
Lemma $2.2([1,2])$ Suppose $\alpha>0, u \in C(0,1) \cap L[0,1]$ and $D^{\alpha} u \in C(0,1) \cap L[0,1]$. Then

$$
I^{\alpha} D^{\alpha} u(t)=u(t)+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}
$$

where $c_{j} \in \mathbb{R}, j=1,2, \ldots, n, n$ is the smallest integer greater than or equal to $\alpha$.
Denote by $\chi_{J_{i}}$ the characteristic function of the set $J_{i}=\left[0, t_{i}\right]$, for $i=1,2, \ldots, m-2$, that is

$$
\chi_{J_{i}}(s)= \begin{cases}1, & s \in J_{i}, \\ 0, & s \notin J_{i},\end{cases}
$$

and denote

$$
\gamma=\Gamma(\alpha-\beta) \sum_{i=1}^{m-2} \frac{\lambda_{i} t_{i}^{\alpha-\eta_{i}-1}}{\Gamma\left(\alpha-\eta_{i}\right)}
$$

It is clear that $\gamma>0$.

Lemma 2.3 Suppose $\gamma \neq 1$ and $h \in C[0,1]$. Then the following problem

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)+h(t)=0, t \in[0,1]  \tag{2.1}\\
u(0)=u^{\prime}(0)=0 \\
D^{\beta} u(1)=\sum_{i=1}^{m-2} \lambda_{i} D^{\eta_{i}} u\left(t_{i}\right)
\end{array}\right.
$$

has the unique solution $u(t)=\int_{0}^{1} G(t, s) h(s) \mathrm{d} s$, where

$$
\begin{equation*}
G(t, s)=G_{1}(t, s)+G_{2}(t, s), \tag{2.2}
\end{equation*}
$$

and

$$
\begin{gathered}
G_{1}(t, s)=\frac{1}{\Gamma(\alpha)} \begin{cases}t^{\alpha-1}(1-s)^{\alpha-\beta-1}-(t-s)^{\alpha-1}, & 0 \leq s \leq t \leq 1, \\
t^{\alpha-1}(1-s)^{\alpha-\beta-1}, & 0 \leq t \leq s \leq 1,\end{cases} \\
G_{2}(t, s)=\frac{t^{\alpha-1}}{(1-\gamma) \Gamma(\alpha)}\left(\gamma(1-s)^{\alpha-\beta-1}-\Gamma(\alpha-\beta) \sum_{i=1}^{m-2} \frac{\lambda_{i}}{\Gamma\left(\alpha-\eta_{i}\right)}\left(t_{i}-s\right)^{\alpha-\eta_{i}-1} \chi_{J_{i}}(s)\right) .
\end{gathered}
$$

Furthermore,

$$
D^{\beta} u(t)=\int_{0}^{1} H(t, s) h(s) \mathrm{d} s
$$

where the function $H$ is given by

$$
\begin{equation*}
H(t, s)=H_{1}(t, s)+H_{2}(t, s), \tag{2.3}
\end{equation*}
$$

and

$$
\begin{gathered}
H_{1}(t, s)=\frac{1}{\Gamma(\alpha-\beta)} \begin{cases}t^{\alpha-\beta-1}(1-s)^{\alpha-\beta-1}-(t-s)^{\alpha-\beta-1}, & 0 \leq s \leq t \leq 1 \\
t^{\alpha-\beta-1}(1-s)^{\alpha-\beta-1}, & 0 \leq t \leq s \leq 1\end{cases} \\
H_{2}(t, s)=\frac{t^{\alpha-\beta-1}}{(1-\gamma) \Gamma(\alpha-\beta)}\left(\gamma(1-s)^{\alpha-\beta-1}-\Gamma(\alpha-\beta) \sum_{i=1}^{m-2} \frac{\lambda_{i}}{\Gamma\left(\alpha-\eta_{i}\right)}\left(t_{i}-s\right)^{\alpha-\eta_{i}-1} \chi_{J_{i}}(s)\right) .
\end{gathered}
$$

Proof It follows from Lemma 2.2 and $D^{\alpha} u(t)+h(t)=0$, we can get

$$
u(t)=-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} h(s) \mathrm{d} s+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+c_{3} t^{\alpha-3}
$$

where $c_{j} \in \mathbb{R}$, for $j=1,2,3$.
The boundary condition $u(0)=u^{\prime}(0)=0$ implies that $c_{2}=c_{3}=0$. Thus,

$$
\begin{equation*}
u(t)=-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} h(s) \mathrm{d} s+c_{1} t^{\alpha-1} \tag{2.4}
\end{equation*}
$$

We can obtain

$$
\begin{equation*}
D^{\beta} u(t)=-\frac{1}{\Gamma(\alpha-\beta)} \int_{0}^{t}(t-s)^{\alpha-\beta-1} h(s) \mathrm{d} s+c_{1} \frac{\Gamma(\alpha) t^{\alpha-\beta-1}}{\Gamma(\alpha-\beta)}, \tag{2.5}
\end{equation*}
$$

and

$$
D^{\eta_{i}} u(t)=-\frac{1}{\Gamma\left(\alpha-\eta_{i}\right)} \int_{0}^{t}(t-s)^{\alpha-\eta_{i}-1} h(s) \mathrm{d} s+c_{1} \frac{\Gamma(\alpha) t^{\alpha-\eta_{i}-1}}{\Gamma\left(\alpha-\eta_{i}\right)} .
$$

By the boundary condition $D^{\beta} u(1)=\sum_{i=1}^{m-2} \lambda_{i} D^{\eta_{i}} u\left(t_{i}\right)$, we can get
$c_{1}=\frac{1}{(1-\gamma) \Gamma(\alpha)}\left(\int_{0}^{1}(1-s)^{\alpha-\beta-1} h(s) \mathrm{d} s-\Gamma(\alpha-\beta) \sum_{i=1}^{m-2} \frac{\lambda_{i}}{\Gamma\left(\alpha-\eta_{i}\right)} \int_{0}^{1}\left(t_{i}-s\right)^{\alpha-\eta_{i}-1} h(s) \chi_{J_{i}}(s) \mathrm{d} s\right)$.

Substituting $c_{1}$ into (2.4), we can obtain that $u(t)=\int_{0}^{1} G(t, s) h(s) \mathrm{d} s$ and substituting $c_{1}$ into (2.5), we can obtain $D^{\beta} u(t)=\int_{0}^{1} H(t, s) h(s) \mathrm{d} s$.

Lemma 2.4 Assume that $\gamma<1$. Then the functions $G(t, s)$ and $H(t, s)$ are continuous on $[0,1] \times[0,1]$, and satisfy the following properties:
(i) $0 \leq t^{\alpha-1} G(1, s) \leq G(t, s) \leq G(1, s)$, for $(t, s) \in[0,1] \times[0,1]$;
(ii) $0 \leq t^{\alpha-\beta-1} H(1, s) \leq H(t, s) \leq \frac{t^{\alpha-\beta-1}}{(1-\gamma) \Gamma(\alpha-\beta)}(1-s)^{\alpha-\beta-1} \leq \frac{1}{(1-\gamma) \Gamma(\alpha-\beta)}(1-s)^{\alpha-\beta-1}$, for $(t, s) \in[0,1] \times[0,1]$.

Proof (i) It is obvious that $G_{1}(t, s)$ is increasing on $t \in[0, s]$, so $G_{1}(s, s) \geq G_{1}(t, s) \geq 0$, for $0 \leq t \leq s \leq 1$.

For $0 \leq s<t \leq 1$,

$$
\frac{\partial G_{1}}{\partial t}=\frac{\alpha-1}{\Gamma(\alpha)}\left[t^{\alpha-2}(1-s)^{\alpha-\beta-1}-(t-s)^{\alpha-2}\right] \geq \frac{\alpha-1}{\Gamma(\alpha)}\left[t^{\alpha-2}(1-s)^{\alpha-\beta-1}-(t-t s)^{\alpha-2}\right] \geq 0 .
$$

Then $G_{1}(t, s)$ is increasing on $t \in[s, 1]$, which implies that $G_{1}(1, s) \geq G_{1}(t, s) \geq G_{1}(s, s) \geq 0$, for $0 \leq s \leq t \leq 1$.

Hence, $G_{1}(1, s) \geq G_{1}(t, s) \geq 0, \quad(t, s) \in[0,1] \times[0,1]$.
On the other hand, for $0 \leq s \leq t \leq 1$,
$G_{1}(t, s)=\frac{1}{\Gamma(\alpha)}\left(t^{\alpha-1}(1-s)^{\alpha-\beta-1}-(t-s)^{\alpha-1}\right) \geq \frac{t^{\alpha-1}}{\Gamma(\alpha)}\left((1-s)^{\alpha-\beta-1}-(1-s)^{\alpha-1}\right)=t^{\alpha-1} G_{1}(1, s)$.
Clearly, for $0 \leq t \leq s \leq 1, G_{1}(t, s)=\frac{1}{\Gamma(\alpha)} t^{\alpha-1}(1-s)^{\alpha-\beta-1} \geq t^{\alpha-1} G_{1}(1, s)$.
Thus, $0 \leq t^{\alpha-1} G_{1}(1, s) \leq G_{1}(t, s) \leq G_{1}(1, s)$, for $(t, s) \in[0,1] \times[0,1]$.
It follows from a direct application of the definition of $G_{2}(t, s)$ and the fact that

$$
G_{2}(t, s)=\frac{\Gamma(\alpha-\beta) t^{\alpha-1}}{(1-\gamma) \Gamma(\alpha)} \sum_{i=1}^{m-2} \frac{\lambda_{i} t_{i}^{\alpha-\eta_{i}-1}}{\Gamma\left(\alpha-\eta_{i}\right)}\left((1-s)^{\alpha-\beta-1}-\left(1-\frac{s}{t_{i}}\right)^{\alpha-\eta_{i}-1} \chi_{J_{i}}(s)\right) \geq 0
$$

and $G_{2}(t, s)=t^{\alpha-1} G_{2}(1, s)$ that
$0 \leq t^{\alpha-\beta-1} G(1, s) \leq G(t, s) \leq G(1, s)$, for $(t, s) \in[0,1] \times[0,1]$, that is (i).
(ii) It is easy to show that

$$
H_{1}(t, s) \geq 0 \text { for }(t, s) \in[0,1] \times[0,1], \text { and } H_{1}(1, s)=0 \text { for } s \in[0,1] .
$$

Then, for $(t, s) \in[0,1] \times[0,1]$, we have

$$
\begin{aligned}
H(t, s) & =H_{1}(t, s)+H_{2}(t, s) \geq H_{2}(t, s)=t^{\alpha-\beta-1} H(1, s)=t^{\alpha-\beta-1} H_{2}(1, s) \\
& =\frac{t^{\alpha-\beta-1}}{1-\gamma} \sum_{i=1}^{m-2} \frac{\lambda_{i}}{\Gamma\left(\alpha-\eta_{i}\right)}\left(t_{i}^{\alpha-\eta_{i}-1}-\left(t_{i}-s\right)^{\alpha-\eta_{i}-1} \chi_{J_{i}}(s)\right) \geq 0 .
\end{aligned}
$$

It is obvious that $H_{1}(t, s) \leq \frac{1}{\Gamma(\alpha-\beta)} t^{\alpha-\beta-1}(1-s)^{\alpha-\beta-1}$ and $H_{2}(t, s) \leq \frac{\gamma t^{\alpha-\beta-1}}{(1-\gamma) \Gamma(\alpha-\beta)}(1-s)^{\alpha-\beta-1}$.
As a result,

$$
\begin{aligned}
H(t, s) & =H_{1}(t, s)+H_{2}(t, s) \leq \frac{1}{\Gamma(\alpha-\beta)} t^{\alpha-\beta-1}(1-s)^{\alpha-\beta-1}+\frac{\gamma t^{\alpha-\beta-1}}{(1-\gamma) \Gamma(\alpha-\beta)}(1-s)^{\alpha-\beta-1} \\
& =\frac{t^{\alpha-\beta-1}}{(1-\gamma) \Gamma(\alpha-\beta)}(1-s)^{\alpha-\beta-1} \leq \frac{1}{(1-\gamma) \Gamma(\alpha-\beta)}(1-s)^{\alpha-\beta-1} .
\end{aligned}
$$

In order to prove our main results, we need the following fixed point theory of cones in ordered Banach spaces [19,20].

Let $r>a>0, L>0$ be constants, $\psi$ be a nonnegative continuous concave functional and $P, \varphi, \theta$ be nonnegative continuous convex functionals on the cone $P$. Define convex sets

$$
\begin{gathered}
P\left(\varphi^{r}, \theta^{L}\right)=\{x \in P: \varphi(x)<r, \theta(x)<L\}, \bar{P}\left(\varphi^{r}, \theta^{L}\right)=\{x \in P: \varphi(x) \leq r, \theta(x) \leq L\}, \\
P\left(\varphi^{r}, \theta^{L}, \psi_{a}\right)=\{x \in P: \varphi(x)<r, \theta(x)<L, \psi(x)>a\} \\
\bar{P}\left(\varphi^{r}, \theta^{L}, \psi_{a}\right)=\{x \in P: \varphi(x) \leq r, \theta(x) \leq L, \psi(x) \geq a\} .
\end{gathered}
$$

The following assumptions about the nonnegative continuous convex functionals $\varphi, \theta$ will be used:
(B1) There exists $M>0$ such that $\|x\| \leq M \max \{\varphi(x), \theta(x)\}$, for all $x \in P$;
(B2) $P\left(\varphi^{r}, \theta^{L}\right) \neq \emptyset$, for any $r>0, L>0$.
Lemma 2.5 (The fixed point theorem [19,20]) Let $P$ be a cone in the real Banach space $E$ and constants $0<r_{1}<b<d \leq r_{2}, 0<L_{1} \leq L_{2}$. Assume that $\varphi, \theta$ are nonnegative continuous convex functionals satisfying (B1) and (B2), $\psi$ is a nonnegative continuous concave functional on $P$ such that $\psi(x) \leq \varphi(x)$ for all $x \in \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right)$, and $T: \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right) \rightarrow \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right)$ is a completely continuous operator. Suppose
(C1) $\left\{x \in \bar{P}\left(\varphi^{d}, \theta^{L_{2}}, \psi_{b}\right): \psi(x)>b\right\} \neq \emptyset, \psi(T x)>b$ for $x \in \bar{P}\left(\varphi^{d}, \theta^{L_{2}}, \psi_{b}\right)$;
(C2) $\varphi(T x)<r_{1}, \theta(T x)<L_{1}$ for all $x \in \bar{P}\left(\varphi^{r_{1}}, \theta^{L_{1}}\right)$;
(C3) $\psi(T x)>b$ for all $x \in \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}, \psi_{b}\right)$ with $\varphi(T x)>d$.
Then, $T$ has at least three fixed points $x_{1}, x_{2}, x_{3} \in \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right)$ with $x_{1} \in P\left(\varphi^{r_{1}}, \theta^{L_{1}}\right), x_{2} \in$ $\left\{\bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}, \psi_{b}\right): \psi(x)>b\right\}$ and $x_{3} \in \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right) \backslash\left(\bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}, \psi_{b}\right) \cup \bar{P}\left(\varphi^{r_{1}}, \theta^{L_{1}}\right)\right)$.

By Lemma 2.4, we can easily obtain following lemma.
Lemma 2.6 If $h(t) \geq 0$, and $u=u(t)$ is the solution of boundary value problem (2.1). Then $u(t) \geq 0$, and $D^{\beta} u(t) \geq 0$ for $t \in[0,1]$.

Let $E:=\left\{u: u \in C[0,1], D^{\beta} u \in C[0,1], u(0)=u^{\prime}(0)=0\right\}$ be endowed with the norm $\|u\|_{\beta}=\|u\|_{\infty}+\left\|D^{\beta} u\right\|_{\infty}$, where $\|u\|_{\infty}=\max _{0 \leq t \leq 1}|u(t)|$ and $\left\|D^{\beta} u\right\|_{\infty}=\max _{0 \leq t \leq 1}\left|D^{\beta} u(t)\right|$. Then $\left(E,\|\cdot\|_{\beta}\right)$ is a Banach space. Let

$$
P=\left\{u \in E: t^{\alpha-1}\|u\|_{\infty} \leq u(t), 0 \leq D^{\beta} u(t), t \in[0,1]\right\} .
$$

Then $P \subset E$ is a cone on $E$. We define a operator $\Phi: P \rightarrow E$ by

$$
\begin{equation*}
(\Phi u)(t)=\int_{0}^{1} G(t, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s . \tag{2.6}
\end{equation*}
$$

In view of Lemma 2.3, we can get that

$$
\begin{equation*}
D^{\beta}(\Phi u)(t)=\int_{0}^{1} H(t, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s \tag{2.7}
\end{equation*}
$$

Obviously, the function $u$ is a positive solution of boundary value problem (1.1) if and only if $u$ is a fixed point of the operator $\Phi$ in $P$.

Lemma 2.7 The operator $\Phi: P \rightarrow P$ is completely continuous.
Proof For a given $u \in P$, by (2.6) and (i) of Lemma 2.4,

$$
0 \leq t^{\alpha-1} \int_{0}^{1} G(1, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s \leq(\Phi u)(t) \leq \int_{0}^{1} G(1, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s
$$

We have

$$
t^{\alpha-1}\|\Phi u\|_{\infty} \leq(\Phi u)(t), \text { for } t \in[0,1]
$$

By (2.7) and (ii) of Lemma 2.4,

$$
D^{\beta}(\Phi u)(t) \geq t^{\alpha-\beta-1} \int_{0}^{1} H(1, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s \geq 0
$$

Hence, $\Phi u \in P$, which implies that $\Phi: P \rightarrow P$.
Let $\left\{u_{j}\right\} \subset P$ and $\lim _{j \rightarrow \infty} u_{j}=u \in P$. Since $f \in C([0,1] \times[0,+\infty) \times[0,+\infty),[0,+\infty))$, then

$$
\lim _{j \rightarrow \infty} f\left(t, u_{j}(t), D^{\beta} u_{j}(t)\right)=f\left(t, u(t), D^{\beta} u(t)\right) \text { for } t \in[0,1]
$$

By Lemma 2.4, we can get

$$
\left|\left(\Phi u_{j}\right)(t)-(\Phi u)(t)\right| \leq \int_{0}^{1} G(1, s)\left|f\left(s, u_{j}(s), D^{\beta} u_{j}(s)\right)-f\left(s, u(s), D^{\beta} u(s)\right)\right| \mathrm{d} s
$$

and

$$
\begin{aligned}
& \left|D^{\beta}\left(\Phi u_{j}\right)(t)-D^{\beta}(\Phi u)(t)\right| \\
& \quad \leq \frac{1}{(1-\gamma) \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1}\left|f\left(s, u_{j}(s), D^{\beta} u_{j}(s)\right)-f\left(s, u(s), D^{\beta} u(s)\right)\right| \mathrm{d} s
\end{aligned}
$$

It follows from the Lebesgue dominated convergence theorem $\lim _{j \rightarrow \infty}\left(\Phi u_{j}\right)(t)=(\Phi u)(t)$ uniformly on $[0,1]$. Hence, $\Phi$ is continuous.

Assume $A \subset P$ is any bounded set, then there exists a constant $M_{1}$ such that $\|u\|_{\beta} \leq M_{1}$ for each $u \in A$. So $|u(t)| \leq M_{1}$ and $\left|D^{\beta} u(t)\right| \leq M_{1}$ for $t \in[0,1]$. Because $f$ is continuous, there exists $M_{0}>0$ such that $0 \leq f\left(t, u(t), D^{\beta}(t)\right) \leq M_{0}$ for $t \in[0,1]$. Then

$$
0 \leq(\Phi u)(t)=\int_{0}^{1} G(t, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s \leq M_{0} \int_{0}^{1} G(1, s) \mathrm{d} s
$$

and

$$
0 \leq D^{\beta}(\Phi u)(t)=\int_{0}^{1} H(t, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s \leq \frac{M_{0}}{(1-\gamma) \Gamma(\alpha-\beta+1)}
$$

which implies that $\Phi(A)$ is uniformly bounded in $P$.
Because $G(t, s)$ and $H(t, s)$ are continuous on $[0,1] \times[0,1]$, we can obtain that they are uniformly continuous. Hence, for any $\varepsilon>0$, there exists $\delta>0$, whenever $t_{1}, t_{2} \in[0,1], s \in[0,1]$ and $\left|t_{2}-t_{1}\right|<\delta$,

$$
\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right|<\frac{\varepsilon}{2 M_{0}+1} \text { and }\left|H\left(t_{2}, s\right)-H\left(t_{1}, s\right)\right|<\frac{\varepsilon}{2 M_{0}+1}
$$

For any $u \in P$, we have

$$
\left|(\Phi u)\left(t_{2}\right)-(\Phi u)\left(t_{1}\right)\right| \leq \int_{0}^{1}\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| \cdot\left|f\left(s, u(s), D^{\beta} u(s)\right)\right| \mathrm{d} s
$$

$$
\leq M_{0} \int_{0}^{1}\left|G\left(t_{2}, s\right)-G\left(t_{1}, s\right)\right| \mathrm{d} s<\frac{\varepsilon}{2}
$$

and

$$
\begin{aligned}
\left|D^{\beta}(\Phi u)\left(t_{2}\right)-D^{\beta}(\Phi u)\left(t_{1}\right)\right| & \leq \int_{0}^{1}\left|H\left(t_{2}, s\right)-H\left(t_{1}, s\right)\right| \cdot\left|f\left(s, u(s), D^{\beta} u(s)\right)\right| \mathrm{d} s \\
& \leq M_{0} \int_{0}^{1}\left|H\left(t_{2}, s\right)-H\left(t_{1}, s\right)\right| \mathrm{d} s<\frac{\varepsilon}{2}
\end{aligned}
$$

Thus, $\Phi(A)$ is equicontinuous.
By Arzela-Ascoli theorem, we can show that $\Phi$ is relatively compact.
Therefore, $\Phi$ is completely continuous.

## 3. The existence of at least three positive solutions

In this section, we are going to prove the existence of multiple positive solution for the $m$-point boundary value problem (1.1).

Theorem 3.1 Assume $\delta \in\left(0, \frac{1}{2}\right)$, there exist constants $r_{1}, r_{2}, L_{1}, L_{2}, b$ with $0<r_{1}<\delta^{\alpha-\beta-1} b<$ $b<\frac{b}{\delta^{\beta}}<\frac{b}{\delta^{\alpha-1}}:=d<\frac{\int_{0}^{1} G(1, s) \mathrm{d} s}{\delta^{\alpha-1} \int_{\delta}^{1-\delta} G(1, s) \mathrm{d} s} b<r_{2}, 0<L_{1} \leq L_{2}$, and $b<L_{2} \delta^{\alpha-1}(1-\gamma) \Gamma(\alpha-\beta+$ 1) $\int_{\delta}^{1-\delta} G(1, s) \mathrm{d} s$, such that the following assumptions hold:
(A1) $f(t, x, y) \leq \min \left\{\frac{r_{2}}{\int_{0}^{1} G(1, s) \mathrm{d} s},(1-\gamma) \Gamma(\alpha-\beta+1) L_{2}\right\}$ for $(t, x, y) \in[0,1] \times\left[0, r_{2}\right] \times\left[0, L_{2}\right]$;
(A2) $f(t, x, y) \geq \frac{b}{\delta^{\alpha-1} \int_{\delta}^{1-\delta} G(1, s) \mathrm{d} s}$ for $(t, x, y) \in[\delta, 1-\delta] \times[b, d] \times\left[0, L_{2}\right]$;
(A3) $f(t, x, y) \leq \min \left\{\frac{r_{1}}{\int_{0}^{1} G(1, s) \mathrm{d} s},(1-\gamma) \Gamma(\alpha-\beta+1) L_{1}\right\}$ for $(t, x, y) \in[0,1] \times\left[0, r_{1}\right] \times\left[0, L_{1}\right]$.
Then boundary value problem (1.1) has at least three positive solutions $u_{1}, u_{2}, u_{3}$ with

$$
\begin{gather*}
0 \leq \max _{t \in[0,1]} u_{1}(t) \leq r_{1} \text { and } 0 \leq \max _{t \in[0,1]} D^{\beta} u_{1}(t) \leq L_{1} ;  \tag{3.1}\\
b<\min _{t \in[\delta, 1-\delta]} u_{2}(t) \leq \max _{t \in[0,1]} u_{2}(t) \leq r_{2} \text { and } 0 \leq \max _{t \in[0,1]} D^{\beta} u_{2}(t) \leq L_{2} \tag{3.2}
\end{gather*}
$$

and

$$
\begin{equation*}
\min _{t \in[\delta, 1-\delta]} u_{3}(t) \leq b, 0 \leq \max _{t \in[0,1]} u_{3}(t) \leq r_{2} \text { and } 0 \leq \max _{t \in[0,1]} D^{\beta} u_{3}(t) \leq L_{2} . \tag{3.3}
\end{equation*}
$$

Proof In order to prove that boundary value problem (1.1) has at least three positive solutions by using Lemma 2.5, we define three functionals as follows

$$
\varphi(u)=\max _{t \in[0,1]} u(t), \theta(u)=\max _{t \in[0,1]} D^{\beta} u(t) \text { and } \psi(u)=\min _{t \in[\delta, 1-\delta]} u(t)
$$

Then $\varphi, \theta$ are nonnegative continuous convex functionals, $\psi$ is a nonnegative continuous concave functional on $P$, and $\psi(u) \leq \varphi(u)$ for all $u \in P$.

Let $M=2$. Then, for all $u \in P$,

$$
\|u\|_{\beta}=\max _{t \in[0,1]}|u(t)|+\max _{t \in[0,1]}\left|D^{\beta} u(t)\right|=\varphi(u)+\theta(u) \leq M \max \{\varphi(u), \theta(u)\}
$$

which implies that the condition (B1) is satisfied.

For any $r>0$ and $L>0$, let $x=k_{0} t^{\beta}$, where $0<k_{0}<\min \left\{r, \frac{L}{\Gamma(\beta+1)}\right\}$. Then

$$
\varphi(x)=\max _{t \in[0,1]} k_{0} t^{\beta}=k_{0}<r, \theta(x)=\max _{t \in[0,1]} D^{\beta} k_{0} t^{\beta}=k_{0} \Gamma(\beta+1)<L .
$$

So $x=k_{0} t^{\beta} \in P\left(\varphi^{r}, \theta^{L}\right) \neq \emptyset$, which implies that the condition (B2) is satisfied.
Next, we prove that operator $\Phi$ satisfies all conditions in Lemma 2.5.
In view of Lemma 2.7, $\Phi: P \rightarrow P$ is a completely continuous operator.
Let $d=\frac{b}{\delta^{\alpha-1}}$. Then $b<d$.
For every $u \in \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right), \varphi(u)=\max _{t \in[0,1]} u(t) \leq r_{2}$ and $\theta(u)=\max _{t \in[0,1]} D^{\beta} u(t) \leq L_{2}$. By condition (A1),

$$
f\left(t, u(t), D^{\beta} u(t)\right) \leq \min \left\{\frac{r_{2}}{\int_{0}^{1} G(1, s) \mathrm{d} s},(1-\gamma) \Gamma(\alpha-\beta+1) L_{2}\right\}
$$

And by Lemma 2.4, we get

$$
\varphi(\Phi u)=\max _{t \in[0,1]}(\Phi u)(t) \leq \int_{0}^{1} G(1, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s \leq r_{2}
$$

and

$$
\theta(\Phi u)=\max _{t \in[0,1]} D^{\beta}(\Phi u)(t) \leq \int_{0}^{1} \frac{1}{(1-\gamma) \Gamma(\alpha-\beta)}(1-s)^{\alpha-\beta-1} f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s \leq L_{2}
$$

which imply that $\Phi: \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right) \rightarrow \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right)$.
From condition (A3), in the same way, we can prove that $\Phi: \bar{P}\left(\varphi^{r_{1}}, \theta^{L_{1}}\right) \rightarrow P\left(\varphi^{r_{1}}, \theta^{L_{1}}\right)$. Then the condition (C2) of Lemma 2.5 is satisfied.

Let $y=k_{1} t^{\beta}$, where $\frac{b}{\delta^{\beta}}<k_{1}<\min \left\{d, \frac{L_{2}}{\Gamma(\beta+1)}\right\}$. Then $\varphi(y)=\max _{t \in[0,1]} k_{1} t^{\beta}=k_{1}<d$, $\theta(y)=\max _{t \in[0,1]} D^{\beta} k_{1} t^{\beta}=k_{1} \Gamma(\beta+1)<L_{2}$, and $\psi(y)=\min _{t \in[\delta, 1-\delta]} k_{1} t^{\beta}=k_{1} \delta^{\beta}>b$. So $y=k_{1} t^{\beta} \in\left\{x \in \bar{P}\left(\varphi^{d}, \theta^{L_{2}}, \psi_{b}\right): \psi(x)>b\right\} \neq \emptyset$.

From (A2) and Lemma 2.4, for $u \in \bar{P}\left(\varphi^{d}, \theta^{L_{2}}, \psi_{b}\right)$

$$
\begin{aligned}
\psi(\Phi u) & =\min _{t \in[\delta, 1-\delta]}(\Phi u)(t) \geq \min _{t \in[\delta, 1-\delta]} \int_{\delta}^{1-\delta} G(t, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s \\
& \geq \delta^{\alpha-1} \int_{\delta}^{1-\delta} G(1, s) f\left(s, u(s), D^{\beta} u(s)\right) \mathrm{d} s>b .
\end{aligned}
$$

Hence the condition (C1) in Lemma 2.5 is satisfied.
By (A1), in the same way, we can show that $\psi(\Phi u)>b$, for all $x \in \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}, \psi_{b}\right)$ with $\varphi(\Phi x)>d$. Then the condition (C3) in Lemma 2.5 is satisfied.

Since all the conditions of Lemma 2.5 are satisfied, then $\Phi$ will have at least three fixed points, which implies that boundary value problem (1.1) has at least three positive solutions $u_{1}, u_{2}, u_{3} \in \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right)$. Furthermore,

$$
u_{1} \in P\left(\varphi^{r_{1}}, \theta^{L_{1}}\right), u_{2} \in\left\{\bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}, \psi_{b}\right): \psi(x)>b\right\}
$$

and

$$
x_{3} \in \bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}\right) \backslash\left(\bar{P}\left(\varphi^{r_{2}}, \theta^{L_{2}}, \psi_{b}\right) \cup \bar{P}\left(\varphi^{r_{1}}, \theta^{L_{1}}\right)\right),
$$

which imply that the inequalities (3.1), (3.2) and (3.3) hold.

## 4. Illustration

To illustrate our main results, we present an example in this section.
We examine the existence of solutions for the following three-point boundary value problem of fractional differential equation

$$
\left\{\begin{array}{l}
D^{\frac{5}{2}} u(t)+80 e^{-\frac{200}{1+300 u^{3}(t)}}+\frac{\sin t}{100} e^{\frac{D^{\frac{4}{3}} u(t)}{100}}=0, t \in(0,1)  \tag{4.1}\\
u(0)=u^{\prime}(0)=0 \\
D^{\frac{4}{3}} u(1)=\frac{1}{20} D^{\frac{1}{2}} u\left(\frac{1}{2}\right)
\end{array}\right.
$$

 $\alpha-\beta=\frac{7}{6}>1$, and

$$
\gamma=\Gamma(\alpha-\beta) \sum_{i=1}^{m-2} \frac{\lambda_{i} t_{i}^{\alpha-\eta_{i}-1}}{\Gamma\left(\alpha-\eta_{i}\right)}=\Gamma(\alpha-\beta) \frac{\lambda_{1} t_{1}^{\alpha-\eta_{1}-1}}{\Gamma\left(\alpha-\eta_{1}\right)}=\frac{1}{40} \Gamma\left(\frac{7}{6}\right) \approx 0.023193<1 .
$$

It is easy to check that $f(t, x, y)$ is increasing with respect to $t, x$ and $y$, respectively.
Let $r_{1}=\frac{1}{2}, b=1, r_{2}=30, L_{1}=2, L_{2}=80$. Then $0<r_{1}=\frac{1}{2}<\delta^{\alpha-\beta-1} b=\frac{1}{\sqrt[3]{2}}<b=1<$ $\frac{b}{\delta^{\beta}}<\frac{\int_{0}^{1} G(1, s) \mathrm{d} s}{\delta^{\alpha-1} \int_{\delta}^{1-\delta} G(1, s) \mathrm{d} s} b \approx 14.0056<r_{2}=15,0<L_{1} \leq L_{2}$, and $b=1<\delta^{\alpha-1}(1-\gamma) \Gamma(\alpha-\beta+$ 1) $\int_{\delta}^{1-\delta} G(1, s) \mathrm{d} s L_{2} \approx 2.1422$, and $d=\frac{b}{\delta^{\alpha-1}}=8$.

We can easily show that

$$
0<f(0,0,0) \leq f(t, x, y) \leq f(1,15,80) \approx 80.0029 \leq \min \left\{\frac{r_{2}}{\int_{0}^{1} G(1, s) \mathrm{d} s},(1-\gamma) \Gamma(\alpha-\beta+\right.
$$ 1) $\left.L_{2}\right\} \approx \min \{84.5711,84.5789\}=84.5711$ on $(t, x, y) \in[0,1] \times\left[0, r_{2}\right] \times\left[0, L_{2}\right]=[0,1] \times[0,30] \times$ [0, 80];

$f\left(\frac{3}{4}, 8,80\right) \approx 79.9111 \geq f(t, x, y) \geq f\left(\frac{1}{4}, 1,0\right) \approx 41.1669 \geq \frac{b}{\delta^{\alpha-1} \int_{\delta}^{1-\delta} G(1, s) \mathrm{d} s} \approx 39.4823$ for $(t, x, y) \in[\delta, 1-\delta] \times[b, d] \times\left[0, L_{2}\right]=\left[\frac{1}{4}, \frac{3}{4}\right] \times[1,8] \times[0,80] ;$

$$
\begin{aligned}
f(t, x, y) & \leq f\left(1, \frac{1}{2}, 2\right) \approx 0.452208 \leq \min \left\{\frac{r_{1}}{\int_{0}^{1} G(1, s) \mathrm{d} s},(1-\gamma) \Gamma(\alpha-\beta+1) L_{1}\right\} \\
& \approx \min \{1.40952,2.11447\} \text { for }(t, x, y) \in[0,1] \times\left[0, r_{1}\right] \times\left[0, L_{1}\right]=[0,1] \times\left[0, \frac{1}{2}\right] \times[0,2] .
\end{aligned}
$$

Thus, all the conditions of Theorem 3.1 are satisfied. By using Theorem 3.1, boundary value problem (4.1) has at least three positive solutions $u_{1}, u_{2}, u_{3}$, and

$$
\begin{gathered}
0 \leq \max _{t \in[0,1]} u_{1}(t) \leq r_{1}=\frac{1}{2}, \text { and } 0 \leq \max _{t \in[0,1]} D^{\beta} u_{1}(t) \leq L_{1}=2 ; \\
1=b<\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} u_{2}(t) \leq \max _{t \in[0,1]} u_{2}(t) \leq r_{2}=30 \text { and } 0 \leq \max _{t \in[0,1]} D^{\beta} u_{2}(t) \leq L_{2}=80 ;
\end{gathered}
$$

and

$$
\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} u_{3}(t) \leq b=1, \quad 0 \leq \max _{t \in[0,1]} u_{3}(t) \leq r_{2}=30, \text { and } 0 \leq \max _{t \in[0,1]} D^{\beta} u_{3}(t) \leq L_{2}=80 .
$$

## 5. Conclusions

In this paper, we have studied a class of the fractional differential equation multi-point boundary value problem. The aim of our study is to provide an analytical approach which can be used to determine the multiplicity of positive solutions of this boundary value problem. By using the fixed point theorem which is due to the work of Bai and Ge, we have presented the sufficient conditions such that this class of fractional differential equation with multi-point boundary conditions has at least three positive solutions. In the end of this paper, an example is presented to illustrate the main results.
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