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#### Abstract

The truncated hierarchical B-spline basis has been proposed for adaptive data fitting and has already drawn a lot of attention in theory and applications. However the stability with respect to the $L_{p}$-norm, $1 \leq p<\infty$, is not clear. In this paper, we consider the $L_{p}$ stability of the truncated hierarchical B-spline basis, since the $L_{p}$ stability is useful for curve and surface fitting, especially for least squares fitting. We prove that this basis is weakly $L_{p}$ stable. This means that the associated constants to be considered in the stability analysis are at most of polynomial growth in the number of the hierarchy depth.
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## 1. Introduction

The splines are a widely used tool in computer graphics, animation, modeling, CAD, CAGD, and many other related fields, but they do not have the local refinement property, which is very important in adaptive function approximation and detailed representation of geometric models [1-4]. The hierarchical spline models provide a flexible and simple framework for local refinement such that they are effective in many applications [5].

The concept of the hierarchical splines was originally introduced in [6] as an accumulation of tensor-product splines with nested knot vectors. After that the researchers pay attention to how to construct hierarchical B-spline basis. The hierarchical B-spline (HB-spline for short) basis for tensor-product meshes was constructed in [7] and was extended in [8]. This basis does not have the property of partition of unity. Later, a kind of truncated hierarchical B-spline (THB-spline for short) basis was introduced in [9]. This basis forms a convex partition of unity and has smaller support than those of the HB-spline basis. Moreover, there are some work about hierarchical splines for non tensor-product mashes: polynomials splines over hierarchical T-meshes [10,11], hierarchical Powell-Sabin splines [12], hierarchical splines on regular triangular partitions [13], truncated hierarchical generating system for Zwart-Powell elements [14], and bivariate hierarchical quartic box splines on three-directional meshes [15].

[^0]Throughout this paper, we use $\Omega$ to denote an open interval $(a, b) \subset \mathbb{R}$ or an open rectangle $(a, b) \times\left(a^{\prime}, b^{\prime}\right) \subset \mathbb{R}^{2}$. The norm of a continuous function $f$ defined on $\Omega$ is defined by

$$
\|f\|_{p}=\|f\|_{p, \Omega}:= \begin{cases}\left(\int_{\Omega}|f|^{p} \mathrm{~d} \mu\right)^{1 / p}, & 1 \leq p<\infty  \tag{1}\\ \max _{\Omega}|f|, & p=\infty\end{cases}
$$

And the norm of a vector $\mathbf{c}=\left\{c_{i}\right\}_{i \in I}$ is defined by

$$
\|\mathbf{c}\|_{p}:= \begin{cases}\left(\sum_{i \in I}\left|c_{i}\right|^{p}\right)^{1 / p}, & 1 \leq p<\infty  \tag{2}\\ \max _{i \in I}\left|c_{i}\right|, & p=\infty\end{cases}
$$

If a basis is suitable for numerical computations, then it should be reasonably insensitive to round-off errors. That is to say, functions with small functions values should have small coefficients and vice versa. A basis with this property is said to be well conditioned or stable and the stability is measured by the condition number of the basis.

Definition 1.1 Let $V$ be a normed linear space. A basis $\left\{\phi_{i}\right\}_{i \in I}$ with the index set $I$ for $V$ is said to be stable with respect to a norm $\|\cdot\|_{p}, 1 \leq p \leq \infty$, if there exist two positive constants $K_{1}$ and $K_{2}$ such that

$$
\begin{equation*}
K_{1}^{-1}\|\boldsymbol{c}\|_{p} \leq\left\|\sum_{i \in I} c_{i} \cdot \phi_{i}\right\|_{p} \leq K_{2}\|\boldsymbol{c}\|_{p} \tag{3}
\end{equation*}
$$

for all sets of coefficients $\boldsymbol{c}=\left\{c_{i}\right\}_{i \in I}$. Let $K_{1}^{*}$ and $K_{2}^{*}$ denote the smallest possible value of $K_{1}$ and $K_{2}$ such that inequality (3) holds. The condition number of the basis $\left\{\phi_{i}\right\}_{i \in I}$ is then defined to be $\kappa_{p}=\kappa_{p}\left(\left\{\phi_{i}\right\}_{i \in I}\right)=K_{1}^{*} \cdot K_{2}^{*}$.

From this definition, we know that $K_{1} K_{2}$ gives an upper bound for the condition number $\kappa_{p}$ of the basis $\left\{\phi_{i}\right\}_{i \in I}$ and $K_{1}, K_{2}$ should be small. There is no unique answer to the question how small the constants $K_{1}$ and $K_{2}$ should be, but it is typically required that the constants should be independent of the dimension of $V$, or at least grow very slowly with it.

The univariate and bivariate tensor-product B-spline basis are $L_{\infty}$ stable [16-18]. The task of finding $L_{\infty}$ stable basis for the multivariate spline spaces over triangulations can only be done for general triangulations when $d \geq 3 r+2$ (see [3]). As for the HB-spline and THB-spline basis, the cases are more complicated. The HB-spline basis is a weakly $L_{\infty}$ stable basis, provided that the nested subdomains satisfy certain conditions [19]. The absence of the strong $L_{\infty}$ stability of the HB-spline basis is implied by the missing partition of unity. The THB-spline basis is a strongly $L_{\infty}$ stable basis under certain reasonable assumptions on the given knot configuration [20]. The $L_{p}$ stability of a basis, $1 \leq p<\infty$, is useful in many applications, for example the case $p=2$ is closely related to the least squares approximations. In this paper, we consider the $L_{p}$ stability of the THB-spline basis, $1 \leq p<\infty$. We will prove that the THB-spline basis is a weakly $L_{p}$ stable basis, $1 \leq p<\infty$, by using some classical tools of the mathematical analysis. This means that the associated constants to be considered in the stability analysis are at most of polynomial growth in the number of hierarchy depth. An example is proposed that the constants to be considered in the $L_{p}$ stability analysis depend on the number of the hierarchical depth.

The remainder of this paper is organized as follows. In Section 2, we give some preliminaries about this paper. In Section 3, we review the hierarchical spline spaces. We give the proofs of
the $L_{p}$ stability $(1 \leq p<\infty)$ of the B-spline and the truncated hierarchical B-spline basis in Section 4 and 5 , respectively. We conclude this paper with a summary in Section 6.

## 2. Preliminaries

Let $\left\{B_{i}\right\}_{i \in I}$ be a sequence of B-spline basis functions defined on $\Omega$, where $I$ is an index set such that the functions $B_{i}$ do not vanish on $\Omega$ for $i \in I$. And let $S=\operatorname{span}\left\{B_{i}\right\}_{i \in I}$ be the linear space of the linear combinations of $\left\{B_{i}\right\}_{i \in I}$ with real coefficients $\mathbf{c}=\left\{c_{i}\right\}_{i \in I}$.

Lemma 2.1 ([21]) Let $f$ be a real univariate polynomial of degree $d$ having no zeros in interval $(-1,1)$, and let $f$ be positive on $(-1,1)$. Then

$$
\begin{equation*}
\max _{-1 \leq x \leq 1} f(x) \leq \frac{1+d}{2} \cdot \int_{-1}^{1} f(x) \mathrm{d} x \tag{4}
\end{equation*}
$$

Lemma 2.2 Let $f$ be a real univariate polynomial of degree $d$ having no zeros in interval $(a, b)$. Then

$$
\begin{equation*}
\|f\|_{\infty} \leq(1+d)(b-a)^{-1 / p}\|f\|_{p}, \quad 1 \leq p<\infty \tag{5}
\end{equation*}
$$

Proof From Lemma 2.1 and the Hölder inequality, we obtain the result.
Lemma 2.3 Let $f$ be a real bivariate polynomial in two variables of degree $d$ in the first variable and of degree $d^{\prime}$ in the second variable having no zeros in $(a, b) \times\left(a^{\prime}, b^{\prime}\right)$. Then

$$
\begin{equation*}
\|f\|_{\infty} \leq(1+d)\left(1+d^{\prime}\right)\left[(b-a)\left(b^{\prime}-a^{\prime}\right)\right]^{-1 / p}\|f\|_{p}, \quad 1 \leq p<\infty \tag{6}
\end{equation*}
$$

Proof Firstly, we fix the second variable. Using Lemma 2.2 to the first variable, we have

$$
\begin{equation*}
\left(\max _{a \leq x \leq b}|f(x, y)|\right)^{p} \leq(1+d)^{p}(b-a)^{-1} \int_{a}^{b}|f(x, y)|^{p} \mathrm{~d} x, \quad \forall y \in\left(a^{\prime}, b^{\prime}\right) \tag{7}
\end{equation*}
$$

Then we take the maximum on both sides. Using Lemma 2.2 to the second variable, we obtain the result.

For a univariate polynomial $f$ of degree $d$, its blossom $B[f]$ is a function of $d$ variables.
Definition 2.4 ([22]) Let $f(x)$ be a univariate polynomial of degree $d$, its blossom $B[f]\left(x_{1}, \ldots, x_{d}\right)$ is a function of $d$ variables with the following properties:
(i) Symmetric property:

$$
\begin{equation*}
B[f]\left(x_{1}, \ldots, x_{d}\right)=B[f]\left(\pi\left(x_{1}, \ldots, x_{d}\right)\right), \pi \text { is any permutation of }\left\{x_{1}, \ldots, x_{d}\right\} \tag{8}
\end{equation*}
$$

(ii) Affine property:

$$
\begin{equation*}
B[f](\ldots, \alpha u+\beta v, \ldots)=\alpha B[f](\ldots, u, \ldots)+\beta B[f](\ldots, v, \ldots), \alpha+\beta=1 \tag{9}
\end{equation*}
$$

(iii) Diagonal property:

$$
\begin{equation*}
B[f](x, \ldots, x)=f(x) \tag{10}
\end{equation*}
$$

From the blossom method we can obtain explicit formulas for the $B$-spline coefficients of a univariate spline function.

Lemma 2.5 ([22]) Let $f=\sum_{i=0}^{n} c_{i} B_{i}$ be a univariate spline of degree $d$ with knot vector $\boldsymbol{t}=\left\{t_{i}\right\}_{i=0}^{n+d+1}$. Then its $B$-spline coefficients can be given by

$$
\begin{equation*}
c_{i}=B\left[\left.f\right|_{\left(t_{k}, t_{k+1}\right)}\right]\left(t_{i+1}, \ldots, t_{i+d}\right), \quad k=i, i+1, \ldots, i+d, \tag{11}
\end{equation*}
$$

where $B[f]\left(x_{1}, \ldots, x_{d}\right)$ is the blossom of $f$ and $\left.f\right|_{\left(t_{k}, t_{k+1}\right)}$ is the restriction of $f$ to the interval $\left(t_{k}, t_{k+1}\right)$.

Lemma 2.6 Let $S=\operatorname{span}\left\{B_{i}\right\}_{i=0}^{n}$ be a univariate spline space of degree $d$ with knot vector $\boldsymbol{t}=\left\{t_{i}\right\}_{i=0}^{n+d+1}$ and let any $f=\sum_{i=0}^{n} c_{i} B_{i} \in S$. Then

$$
\begin{equation*}
\left|c_{i}\right| \leq \frac{(2 d(d-1))^{d}}{d!} \cdot\|f\|_{\infty,\left(t_{i}, t_{i+d+1}\right)}, \quad i=0,1, \ldots, n \tag{12}
\end{equation*}
$$

Proof Let $\left[t_{l_{i}}, t_{l_{i}+1}\right]$ be the largest subinterval of $\left[t_{i+1}, t_{i+d}\right] \subset\left(t_{i}, t_{i+d+1}\right)=\operatorname{supp}\left(B_{i}\right)$ for fixed $i, i=0,1, \ldots, n$. And let $\left\{x_{i, k}\right\}_{k=0}^{d}$ be uniformly spaced points

$$
\begin{equation*}
x_{i, k}=t_{l_{i}}+k\left(t_{l_{i}+1}-t_{l_{i}}\right) / d, \quad k=0,1, \ldots, d \tag{13}
\end{equation*}
$$

in the interval $\left[t_{l_{i}}, t_{l_{i}+1}\right]$. Since the restriction of $f$ to $\left[t_{l_{i}}, t_{l_{i}+1}\right]$ is a univariate polynomial of degree $d$, it can be represented both in terms of $\left\{B_{i}\right\}_{i=0}^{n}$ and the Lagrange coefficient polynomials $\left\{p_{i, k}\right\}_{k=0}^{d}$

$$
\begin{equation*}
\left.f(x)\right|_{\left[t_{l_{i}}, t_{l_{i}+1}\right]}=\left.\sum_{j=0}^{n} c_{j} B_{j}(x)\right|_{\left[t_{l_{i}}, t_{l_{i}+1}\right]}=\sum_{j=l_{i}-d}^{l_{i}} c_{j} B_{j}(x)=\left.\sum_{k=0}^{d} f\left(x_{i, k}\right) p_{i, k}(x)\right|_{\left[t_{l_{i}}, t_{l_{i}+1}\right]}, \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{i, k}(x)=\prod_{j=0, j \neq k}^{d} \frac{x-x_{i, j}}{x_{i, k}-x_{i, j}}, \quad x \in\left[t_{l_{i}}, t_{l_{i}+1}\right], k=0,1, \ldots, d \tag{15}
\end{equation*}
$$

On the other hand, $p_{i, k}$ also can be represented in terms of $\left\{B_{i}\right\}_{i=0}^{n}$

$$
\begin{equation*}
\left.p_{i, k}(x)\right|_{\left[t_{l_{i}}, t_{l_{i}+1}\right]}=\left.\sum_{j=0}^{n} \omega_{i, k}^{j} B_{j}(x)\right|_{\left[t_{l_{i}}, t_{l_{i}+1}\right]}=\sum_{j=l_{i}-d}^{l_{i}} \omega_{i, k}^{j} B_{j}(x), \quad k=0,1, \ldots, d \tag{16}
\end{equation*}
$$

By substituting Eq. (16) into Eq. (14), we obtain

$$
\begin{align*}
\left.f(x)\right|_{\left[t_{l_{i}}, t_{l_{i}+1}\right]} & =\sum_{j=l_{i}-d}^{l_{i}} c_{j} B_{j}(x)=\sum_{k=1}^{d} f\left(x_{i, k}\right) p_{i, k}(x) \\
& =\sum_{k=1}^{d} f\left(x_{i, k}\right)\left(\sum_{j=l_{i}-d}^{l_{i}} \omega_{i, k}^{j} B_{j}(x)\right)=\sum_{j=l_{i}-d}^{l_{i}}\left(\sum_{k=0}^{d} \omega_{i, k}^{j} f\left(x_{i, k}\right)\right) B_{j}(x) . \tag{17}
\end{align*}
$$

Since $\left\{B_{j}\right\}_{j=0}^{n}$ are B-spline basis functions, we have

$$
\begin{equation*}
c_{i}=\sum_{k=0}^{d} \omega_{i, k}^{i} f\left(x_{i, k}\right) \tag{18}
\end{equation*}
$$

From Lemma 2.5, we have

$$
\begin{equation*}
\omega_{i, k}^{i}=\frac{1}{d!} \sum_{\left(j_{1}, \ldots, j_{d}\right) \in \pi_{d}} \prod_{r=1}^{d} \frac{\left(t_{i+j_{1}}-x_{i, 0}\right) \cdots\left(t_{i+j_{k}}-x_{i, k-1}\right)\left(t_{i+j_{k+1}}-x_{i, k+1}\right) \cdots\left(t_{i+j_{d}}-x_{i, d}\right)}{\left(x_{i, k}-x_{i, 0}\right) \cdots\left(x_{i, k}-x_{i, k-1}\right)\left(x_{i, k}-x_{i, k+1}\right) \cdots\left(x_{i, k}-x_{i, d}\right)} \tag{19}
\end{equation*}
$$

for $k=0,1, \ldots, d$, where $\pi_{d}$ denotes the set of all permutations of the integers $\{1,2, \ldots, d\}$. Since $t_{i+j_{1}}, \ldots, t_{i+j_{d}}, x_{i, 0}, \ldots, x_{i, k-1}, x_{i, k+1}, \ldots, x_{i, d} \in\left[t_{i+1}, t_{i+d}\right]$, we have

$$
\begin{equation*}
\left(t_{i+j_{1}}-x_{i, 0}\right) \cdots\left(t_{i+j_{k}}-x_{i, k-1}\right)\left(t_{i+j_{k+1}}-x_{i, k+1}\right) \cdots\left(t_{i+j_{d}}-x_{i, d}\right) \leq\left(t_{i+d}-t_{i+1}\right)^{d} . \tag{20}
\end{equation*}
$$

From Eq. (13) we know that $x_{i, k}-x_{i, l}=(k-l)\left(t_{l_{i}+1}-t_{l_{i}}\right) / d$ for $1 \leq l \leq d$ but with $l \neq k$. Since $\left[t_{l_{i}}, t_{l_{i}+1}\right]$ is the largest subinterval of $\left[t_{i+1}, t_{i+d}\right]$, we have

$$
\begin{align*}
\prod_{l=0, l \neq k}^{d}\left|x_{i, k}-x_{i, l}\right| & =\prod_{l=0, l \neq k}^{d} \frac{|k-l|}{d}\left(t_{l_{i}+1}-t_{l_{i}}\right)=k!(d-k)!\left(\frac{t_{l_{i}+1}-t_{l_{i}}}{d}\right)^{d} \\
& \geq k!(d-k)!\left(\frac{t_{i+d}-t_{i+1}}{d(d-1)}\right)^{d} \tag{21}
\end{align*}
$$

for all $k$. The sum in Eq. (19) contains $d$ ! terms which means that

$$
\begin{align*}
\sum_{k=0}^{d}\left|\omega_{i, k}\right| & \leq \sum_{k=0}^{d} \frac{1}{d!} d!\frac{\left(t_{i+d}-t_{i+1}\right)^{d}}{k!(d-k)!\left(\frac{t_{i+d}-t_{i+1}}{d(d-1)}\right)^{d}}=\sum_{k=0}^{d} \frac{(d(d-1))^{d}}{d!} \frac{d!}{k!(d-k)!} \\
& =\frac{(d(d-1))^{d}}{d!} \cdot \sum_{k=0}^{d} \frac{d!}{k!(d-k)!}=\frac{(d(d-1))^{d}}{d!} \cdot \sum_{k=0}^{d}\binom{d}{k} \\
& =\frac{(2 d(d-1))^{d}}{d!} \tag{22}
\end{align*}
$$

Combining Eq. (18) and inequality (22), we have

$$
\begin{align*}
\left|c_{i}\right| & =\left|\sum_{k=0}^{d} \omega_{i, k}^{i} f\left(x_{i, k}\right)\right| \leq \sum_{k=0}^{d}\left|\omega_{i, k}^{i}\right| \cdot\|f\|_{\infty,\left(t_{i}, t_{i+d+1}\right)} \\
& \leq \frac{(2 d(d-1))^{d}}{d!} \cdot\|f\|_{\infty,\left(t_{i}, t_{i+d+1}\right)}, \quad i=0,1, \ldots, n . \tag{23}
\end{align*}
$$

Lemma 2.7 Let $S=\operatorname{span}\left(B_{i} \times B_{j}^{\prime}\right)_{i=0, \ldots, n ; j=0, \ldots, n^{\prime}}$ be a bivariate tensor-product spline space in two variables of degree $d$ in the first variable and degree $d^{\prime}$ in the second variable with knot vector $\boldsymbol{t} \times \boldsymbol{t}^{\prime}=\left\{t_{i}\right\}_{i=0}^{n+d+1} \times\left\{t_{j}^{\prime}\right\}_{j=0}^{n^{\prime}+d^{\prime}+1}$, and let any $f=\sum_{i=0}^{n} \sum_{j=0}^{n^{\prime}} c_{i j} B_{i} B_{j}^{\prime} \in S$. Then

$$
\begin{gather*}
\left|c_{i j}\right| \leq \frac{(2 d(d-1))^{d}\left(2 d^{\prime}\left(d^{\prime}-1\right)\right)^{d^{\prime}}}{d!d^{\prime}!}\|f\|_{\infty,\left(t_{i}, t_{i+d+1}\right) \times\left(t_{j}^{\prime}, t_{j+d^{\prime}+1}^{\prime}\right)}, \\
i=0,1, \ldots, n ; j=0,1, \ldots, n^{\prime} \tag{24}
\end{gather*}
$$

Proof Firstly, we fix the second variable and use Lemma 2.6 to the first variable. Then we use Lemma 2.6 to the second variable. The result follows.

Lemma 2.8 Let $f=\sum_{i=0}^{n} c_{i} B_{i}$ be a univariate spline function of degree $d$ with knot vector $\boldsymbol{t}=\left\{t_{i}\right\}_{i=0}^{n+d+1}$, and let $h=\max _{i}\left|t_{i+1}-t_{i}\right|$ be the maximum interval between knots. Then

$$
\begin{equation*}
\left|c_{i}\right| \leq h^{-1 / p}(2 d(d-1))^{d} \frac{(1+d)^{1-1 / p}}{d!} \cdot\|f\|_{p,\left(t_{i}, t_{i+d+1}\right)}, \tag{25}
\end{equation*}
$$

for all sets of coefficients $\left\{c_{i}\right\}_{i=1}^{n}, 1 \leq p<\infty$.
Proof Using Lemmas 2.2 and 2.6 we have the result.
Lemma 2.9 Let $f=\sum_{i=0}^{n} \sum_{j=0}^{n^{\prime}} c_{i j} B_{i} B_{j}^{\prime}$ be a bivariate tensor-product spline in two variables of degree $d$ in the first variable and degree $d^{\prime}$ in the second variable, and let $h=\max _{i, j} \mid t_{i+1}-$ $t_{i}|\cdot| t_{j+1}^{\prime}-t_{j}^{\prime} \mid$ be the maximum cell between all cells. Then

$$
\begin{equation*}
\left|c_{i j}\right| \leq h^{-1 / p}(2 d(d+1))^{d}\left(2 d^{\prime}\left(d^{\prime}+1\right)\right)^{d^{\prime}} \frac{\left[(1+d)\left(1+d^{\prime}\right)\right]^{1-1 / p}}{d!d^{\prime}!} \cdot\|f\|_{p,\left(t_{i}, t_{i+d+1}\right) \times\left(t_{j}^{\prime}, t_{j+d^{\prime}+1}^{\prime}\right)}, \tag{26}
\end{equation*}
$$

for all sets of coefficients $\left\{c_{i j}\right\}_{1 \leq i \leq n, 1 \leq j \leq n^{\prime}}, 1 \leq p<\infty$.
Proof From Lemmas 2.3 and 2.7 we have the result.

## 3. Hierarchical spline spaces

In what follows, let

$$
\begin{equation*}
S^{0} \subset S^{1} \subset S^{2} \subset \ldots \tag{27}
\end{equation*}
$$

be an infinite sequence of nested linear spaces defined on $\Omega$. We assume that each space $S^{l}$ is spanned by a B-spline basis $B^{l}=\left\{B_{k}^{l}\right\}_{k \in I_{l}}$, where $I_{l}$ is the index set such that the functions $B_{k}^{l}$ do not vanish on $\Omega$ for $k \in I_{l}$. Those basis functions of $B^{l}$ are defined on a partition $\Delta^{l}$ of $\Omega$, where $\Delta^{l+1}$ is a refinement of $\Delta^{l}, l=0,1, \ldots$ In addition, let the hierarchy $\left\{\Omega^{l}\right\}$ be a sequence of nested bounded domains

$$
\begin{equation*}
\Omega=\Omega^{0} \supseteq \Omega^{1} \supseteq \cdots \supseteq \Omega^{l} \supseteq \cdots, \tag{28}
\end{equation*}
$$

where $l$ represents the level of the hierarchy and $\Omega^{l}$ represents the domain selected to be refined at level $l$. We also suppose that the boundary $\partial \Omega^{l}$ is aligned with the edges of $\Delta^{l}$. The hierarchical B-spline basis [7] is defined by

$$
\begin{equation*}
\mathcal{H}=\bigcup_{l \in \mathbb{Z}^{+}} \mathcal{H}^{l}=\bigcup_{l \in \mathbb{Z}^{+}}\left\{\beta \in B^{l}: \operatorname{supp}(\beta) \cap D^{l} \neq \emptyset\right\} . \tag{29}
\end{equation*}
$$

However, this basis does not have the property of partition of unity and has relatively large support. In view of this, a kind of truncated hierarchical B-spline basis was presented [9]. The THB-spline basis is defined by

$$
\begin{equation*}
\mathcal{T}=\bigcup_{l \in \mathbb{Z}^{+}} \mathcal{T}^{l}=\bigcup_{l \in \mathbb{Z}^{+}}\left\{\operatorname{trunc}^{l+1}(\beta): \beta \in B^{l}, \text { and } \operatorname{supp}(\beta) \cap D^{l} \neq \emptyset\right\} \tag{30}
\end{equation*}
$$

where the truncation of $f \in S^{l}$ with respect to $B^{l+1}$ on $\Omega^{l+1}$ is defined by

$$
\begin{equation*}
\operatorname{trunc}^{l+1}(f)=\sum_{\operatorname{supp}\left(B_{k}^{l+1}\right) \nsubseteq \Omega^{l+1}} c_{k}^{l+1} B_{k}^{l+1} \tag{31}
\end{equation*}
$$

where $f=\sum_{k} c_{k}^{l+1} B_{k}^{l+1}$ is its representation with respect to $B^{l+1}$.
In what follows, we will use $\mathfrak{S}$ to denote the hierarchical space span $\mathcal{H}=\operatorname{span} \mathcal{T}, N$ to denote the depth of the hierarchy, and $\mathcal{T}=\left\{\tau_{l k}: l \in \mathbb{Z}^{+}, k \in I_{l}^{\tau}\right\}$ to denote the THB-spline basis, where $I_{l}^{\tau}$ is the index set such that the functions $\tau_{l k}$ do not vanish on $\Omega^{l}$ for $k \in I_{l}^{\tau}$. An example of
an HB-spline basis is shown in Figure 1. And an example of a THB-spline basis is shown in Figure 2. It can be seen that the supports of the THB-spline basis are smaller than those of the HB-spline basis.

(a) HB-spline basis functions of level 0

(b) HB-spline basis functions of level 1

(c) HB-spline basis functions of level 2

(d) HB-spline basis functions of level 3

(e) Combination of basis functions from the hierarchical levels 0-3

Figure 1 Univariate quadratic HB-splines defined on the hierarchical meshes
Lemma 3.1 ([20]) The THB-spline basis $\mathcal{T}=\left\{\tau_{l k}: l \in \mathbb{Z}^{+}, k \in I_{l}^{\tau}\right\}$ has the following properties:
(i) Non-negativity: $\tau_{l k} \geq 0, \forall \tau_{l k} \in \mathcal{T}$;
(ii) Locally compact support: $\forall \tau_{l k} \in \mathcal{T}$ has locally compact support;
(iii) Nested property: $\operatorname{span} \mathcal{T}^{l} \subseteq \operatorname{span} \mathcal{T}^{l+1}, l \in \mathbb{Z}^{+}$;
(iv) $\mathcal{T}$ forms a convex partition of unity;
(v) $\forall \tau_{l k} \in \mathcal{T}$ with level $l, \exists B_{k}^{l} \in B^{l}$ so that

$$
\begin{equation*}
\left.\tau_{l k}\right|_{\Omega^{l} \backslash \Omega^{l+1}}=\left.B_{k}^{l}\right|_{\Omega^{l} \backslash \Omega^{l+1}} \tag{32}
\end{equation*}
$$

$B_{k}^{l}$ is called the mother of $\tau_{l k}$ and indicated by $\operatorname{mot}\left(\tau_{l k}\right) . \tau_{l k}$ is called the child of $B_{k}^{l}$ and indicated by child $\left(B_{k}^{l}\right)$. The level of $B_{k}^{l}$ is the level of $\tau_{l k}$;
(vi) If the restriction of $f$ to $\pi_{l_{0} k_{0}}=\left(\Omega^{l_{0}} \backslash \Omega^{l_{0}+1}\right) \bigcap \operatorname{supp}\left(\tau_{l_{0} k_{0}}\right)$, indicated as $\left.f\right|_{\pi_{l_{0} k_{0}}}$, can be represented both in terms of basis of $B^{l}$ and THB-spline basis

$$
\begin{equation*}
\left.f\right|_{\pi_{l_{0} k_{0}}}=\left.\sum_{B_{k_{0}}^{l_{0} \in B^{l_{0}}}} c_{k_{0}}^{l_{0}} B_{k_{0}}^{l_{0}}\right|_{\pi_{l_{0} k_{0}}}=\left.\sum_{k_{0} \in \mathbb{Z}^{+}} \sum_{l_{0} \in I_{l_{0}}} c_{l_{0} k_{0}} \tau_{l_{0} k_{0}}\right|_{\pi_{l_{0} k_{0}}}, \tag{33}
\end{equation*}
$$

where $B_{k_{0}}^{l_{0}}=\operatorname{mot}\left(\tau_{l_{0} k_{0}}\right)$, then

$$
\begin{equation*}
c_{k_{0}}^{l_{0}}=c_{l_{0} k_{0}} \tag{34}
\end{equation*}
$$

The concepts of weakly and strongly stable basis were introduced in the context of multiresolution analysis [23]. They were extended to the context of the hierarchical spline spaces [20]. The stability of the THB (or HB)-spline basis depends not only on the number of the hierarchy depth $N$, but also on the choice of the hierarchy. This is different from the case of the stability of wavelet expansions, which depend solely on the number $N$.

Definition 3.2 $A$ basis $\left\{\phi_{i}\right\}_{i \in I}$ for the hierarchical spline space $\mathfrak{S}$ is called a strongly $L_{p}$ stable basis, $1 \leq p \leq \infty$, if there exist two constants $K_{1}$ and $K_{2}$ which are independent of the hierarchy $\left\{\Omega^{l}\right\}$ such that

$$
\begin{equation*}
K_{1}^{-1}\|\boldsymbol{c}\|_{p} \leq\left\|\sum_{i \in I} c_{i} \phi_{i}\right\|_{p} \leq K_{2}\|\boldsymbol{c}\|_{p} \tag{35}
\end{equation*}
$$

for all sets of coefficients $\boldsymbol{c}=\left\{c_{i}\right\}_{i \in I}$. The basis $\left\{\phi_{i}\right\}_{i \in I}$ is called a weakly $L_{p}$ stable basis if there exist two polynomials $K_{1}(N)$ and $K_{2}(N)$ which depend on the depth $N$ of the hierarchy $\left\{\Omega^{l}\right\}$, such that inequality (35) holds for all sets of coefficients $\boldsymbol{c}=\left\{c_{i}\right\}_{i \in I}$.

The HB-spline basis is a weakly $L_{\infty}$ stable basis, provided that the nested subdomains satisfy certain conditions [19]. The absence of the strong $L_{\infty}$ stability of the HB-spline basis is implied by the missing partition of unity. The THB-spline basis is a strongly $L_{\infty}$ stable basis under certain reasonable assumptions on the given knot configuration [20].


Figure 2 Univariate quadratic THB-splines defined on the hierarchical meshes

## 4. $L_{p}$ Stability of B-spline basis

It is well known that the univariate and bivariate tensor-product B-spline basis are $L_{\infty}$ stable [16-18]. Now we consider the $L_{p}$ stability of the univariate and bivariate tensor-product $B$-spline basis, where $p$ is a real number in the interval $[1, \infty)$.

Theorem 4.1 Let $S=\operatorname{span}\left\{B_{i}\right\}_{i=0}^{n}$ be a univariate spline space of degree $d$ defined on $\Omega=[a, b] \subset \mathbb{R}$, and let $h=\max _{i}\left|t_{i+1}-t_{i}\right|$ be the maximum interval between knots. Then there exist two constants $K_{1}$ and $K_{2}$ such that

$$
\begin{equation*}
K_{1}^{-1}\|\boldsymbol{c}\|_{p} \leq\|f\|_{p} \leq K_{2}\|\boldsymbol{c}\|_{p} \tag{36}
\end{equation*}
$$

for any $f=\sum_{i=0}^{n} c_{i} B_{i} \in S$ and all coefficients $\boldsymbol{c}=\left\{c_{i}\right\}_{i=0}^{n}$, where

$$
\begin{equation*}
K_{1}=h^{-1 / p}(1+d) \frac{(2 d(d-1))^{d}}{d!} \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{2}=(b-a)^{1 / p} . \tag{38}
\end{equation*}
$$

Proof We first consider the upper inequality. Remembering $q$ is the conjugate number of $p$ and applying the Hölder inequality, we have

$$
\begin{equation*}
|f|=\left|\sum_{i=0}^{n} c_{i} B_{i}\right| \leq \sum_{i=0}^{n}\left|c_{i} B_{i}\right| \leq\left(\sum_{i=0}^{n}\left|c_{i}\right|^{p}\right)^{1 / p}\left(\sum_{i=0}^{n}\left|B_{i}\right|^{q}\right)^{1 / q} \leq\left(\sum_{i=0}^{n}\left|c_{i}\right|^{p}\right)^{1 / p}\left(\sum_{i=0}^{n} B_{i}\right)^{1 / q} \tag{39}
\end{equation*}
$$

Raising this to the $p$ th power, and recalling that $\left\{B_{i}\right\}_{i=0}^{n}$ have the property of partition of unity, we can obtain

$$
\begin{equation*}
|f|^{p} \leq \sum_{i=0}^{n}\left|c_{i}\right|^{p} \tag{40}
\end{equation*}
$$

So we have

$$
\begin{equation*}
\|f\|_{p}^{p}=\int_{a}^{b}|f|^{p} \mathrm{~d} x \leq \int_{a}^{b} \sum_{i=0}^{n}\left|c_{i}\right|^{p} \mathrm{~d} x=\sum_{i=0}^{n}\left|c_{i}\right|^{p} \cdot \int_{a}^{b} \mathrm{~d} x=(b-a) \cdot\|\mathbf{c}\|_{p}^{p} \tag{41}
\end{equation*}
$$

Taking $p$ th roots, we prove the upper inequality

$$
\begin{equation*}
\|f\|_{p} \leq K_{2} \cdot\|\mathbf{c}\|_{p} \tag{42}
\end{equation*}
$$

where $K_{2}=(b-a)^{1 / p}$.
Then we consider the lower inequality. Firstly we fix $i$. From Lemma 2.9 we have

$$
\begin{equation*}
\left|c_{i}\right| \leq h^{-1 / p}(2 d(d-1))^{d} \frac{(1+d)^{1-1 / p}}{d!} \cdot\|f\|_{p,\left(t_{i}, t_{i+d+1}\right)} \tag{43}
\end{equation*}
$$

Raising this to the $p$ th power and summing over $i$, we have

$$
\begin{equation*}
\|\mathbf{c}\|_{p}^{p}=\sum_{i=0}^{n}\left|c_{i}\right|^{p} \leq\left[h^{-1 / p}(2 d(d-1))^{d} \frac{(1+d)^{1-1 / p}}{d!}\right]^{p} \sum_{i=0}^{n} \int_{t_{i}}^{t_{i+d+1}}|f|^{p} \mathrm{~d} x \tag{44}
\end{equation*}
$$

The above sum at most contains $d+1$ terms, which means that if we take $p$ th roots, then we have

$$
\begin{equation*}
\|\mathbf{c}\|_{p} \leq K_{1} \cdot\|f\|_{p} \tag{45}
\end{equation*}
$$

where $K_{1}=h^{-1 / p}(1+d)(2 d(d-1))^{d} / d$ !.

Theorem 4.2 Let $S=\operatorname{span}\left\{B_{i} B_{j}^{\prime}\right\}_{0 \leq i \leq n, 0 \leq j \leq n^{\prime}}$ be a bivariate tensor-product spline space in two variables of degree $d$ in the first variable and degree $d^{\prime}$ in the second variable defined on $\Omega=[a, b] \times\left[a^{\prime}, b^{\prime}\right] \subset \mathbb{R}^{2}$. And let $h=\max _{i, j}\left|t_{i+1}-t_{i}\right| \cdot\left|t_{j+1}^{\prime}-t_{j}^{\prime}\right|$ be the maximum cell between all cells. Then there exist two constants $K_{1}$ and $K_{2}$ such that

$$
\begin{equation*}
K_{1}^{-1}\|\boldsymbol{c}\|_{p} \leq\|f\|_{p} \leq K_{2}\|\boldsymbol{c}\|_{p} \tag{46}
\end{equation*}
$$

for any $f=\sum_{i=0}^{n} \sum_{j=0}^{n^{\prime}} c_{i j} B_{i} B_{j}^{\prime} \in S$ and all sets of coefficients $\boldsymbol{c}=\left\{c_{i j}\right\}$, where

$$
\begin{equation*}
K_{1}:=h^{-1 / p}(1+d)\left(1+d^{\prime}\right) \frac{(2 d(d-1))^{d}\left(2 d^{\prime}\left(d^{\prime}-1\right)\right)^{d^{\prime}}}{d!d^{\prime}!} \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{2}:=\left[(b-a)\left(b^{\prime}-a^{\prime}\right)\right]^{1 / p} . \tag{48}
\end{equation*}
$$

Proof This theorem can be proved by the same method as employed in Theorem 4.1.

## 5. $L_{p}$ Stability of the THB-spline basis

The $L_{p}$ stability of a basis, $1 \leq p<\infty$, is useful in many applications, for example the case $p=2$ is closely related to the least squares approximations. In this section, we consider the $L_{p}$-stability of the THB-spline basis, $1 \leq p<\infty$.

Theorem 5.1 Let $\mathfrak{S}$ be a univariate hierarchical spline space of degree $d$ defined on $\Omega=$ $[a, b] \subset \mathbb{R}$ and $\mathcal{T}=\left\{\tau_{l k}: l \in \mathbb{Z}^{+}, k \in I_{l}^{\tau}\right\}$ be the THB-spline basis, where $I_{l}^{\tau}$ is the index set such that the functions $\tau_{l k}$ do not vanish on $\Omega^{l}$ for $k \in I_{l}^{\tau}$. And let $h$ be the maximum cell between all cells. Then there exist two constants $K_{1}(N)$ which depends on the number of the hierarchy depth $N$ and $K_{2}$ such that

$$
\begin{equation*}
K_{1}(N)^{-1}\|\boldsymbol{c}\|_{p} \leq\|f\|_{p} \leq K_{2}\|\boldsymbol{c}\|_{p} \tag{49}
\end{equation*}
$$

for any $f=\sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}} c_{l k} \tau_{l k} \in \mathfrak{S}$ and all sets of $\boldsymbol{c}=\left\{c_{l k}\right\}$, where

$$
\begin{equation*}
K_{1}(N):=h^{-1 / p}(1+N)^{1 / p}(1+d) \frac{(2 d(d-1))^{d}}{d!} \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{2}:=(b-a)^{1 / p} . \tag{51}
\end{equation*}
$$

Proof We first consider the upper inequality. Remembering $q$ is the conjugate number of $p$ and applying the Hölder inequality, we have

$$
\begin{aligned}
|f| & =\left|\sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}} c_{l k} \tau_{l k}\right| \leq \sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}}\left|c_{l k} \tau_{l k}\right| \\
& \leq\left(\sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}}\left|c_{l k}\right|^{p}\right)^{1 / p}\left(\sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}}\left|\tau_{l k}\right|^{q}\right)^{1 / q} \\
& \leq\left(\sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}}\left|c_{l k}\right|^{p}\right)^{1 / p}\left(\sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}} \tau_{l k}\right)^{1 / q}
\end{aligned}
$$

where $\mathcal{T}=\left\{\tau_{l k}: l \in \mathbb{Z}^{+}, k \in I_{l}^{\tau}\right\}$ is the THB-spline basis and $I_{l}^{\tau}$ is the index set such that the functions $\tau_{l k}$ do not vanish on $\Omega^{l}$ for $k \in I_{l}^{\tau}$. Raising this to the $p$ th power, and recalling that all $\left\{\tau_{l k}\right\}$ sum to 1 , we can obtain

$$
\begin{equation*}
|f|^{p} \leq \sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}}\left|c_{l k}\right|^{p} \tag{53}
\end{equation*}
$$

So we have

$$
\begin{align*}
\|f\|_{p}^{p} & =\int_{\Omega}|f|^{p} \mathrm{~d} \mu \leq \int_{\Omega} \sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}}\left|c_{l k}\right|^{p} \mathrm{~d} \mu=\sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}}\left|c_{l k}\right|^{p} \cdot \int_{\Omega} \mathrm{d} \mu \\
& =(b-a) \cdot\|\mathbf{c}\|_{p}^{p} \tag{54}
\end{align*}
$$

Taking $p$ th roots, we prove the upper inequality

$$
\begin{equation*}
\|f\|_{p} \leq K_{2}\|\mathbf{c}\|_{p} \tag{55}
\end{equation*}
$$

where $K_{2}=(b-a)^{1 / p}$.
Then we consider the lower inequality. Firstly we fix $l$ and $k$. From Eq. (34) and inequality (26) we have

$$
\begin{equation*}
\left|c_{l k}\right| \leq h^{-1 / p}(2 d(d-1))^{d} \frac{(1+d)^{1-1 / p}}{d!} \cdot\|f\|_{p, \operatorname{supp}\left(\tau_{l k}\right) \cap\left(\Omega^{l} \backslash \Omega^{l+1}\right)} \tag{56}
\end{equation*}
$$

Raising this to the $p$ th power and summing over $l$ and $k$, we have

$$
\begin{equation*}
\|\mathbf{c}\|_{p}^{p}=\sum_{l=0}^{N} \sum_{k \in I_{l}}\left|c_{l k}\right|^{p} \leq h^{-1}(2 d(d-1))^{d p} \frac{(1+d)^{p-1}}{(d!)^{p}} \sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}} \int_{\operatorname{supp}\left(\tau_{l k}\right) \cap D^{l}}|f|^{p} \mathrm{~d} \mu \tag{57}
\end{equation*}
$$

The above sum at most contains $(1+N)(1+d)$ terms, which means that if we take $p$ th roots, then we have

$$
\begin{equation*}
\|\mathbf{c}\|_{p} \leq K_{1}(N) \cdot\|f\|_{p} \tag{58}
\end{equation*}
$$

where $K_{1}(N)=h^{-1 / p}(1+N)^{1 / p}(1+d)(2 d(d-1))^{d} / d$ !.
Theorem 5.2 Let $\mathfrak{S}$ be a bivariate tensor-product hierarchical spline spaces in two variables of degree $d$ in the first variable and degree $d^{\prime}$ in the second variable defined on $\Omega=[a, b] \times\left[a^{\prime}, b^{\prime}\right] \subset$ $\mathbb{R}^{2}$, and let $\mathcal{T}=\left\{\tau_{l k}: l \in \mathbb{Z}^{+}, k \in I_{l}^{\tau}\right\}$ be the THB-spline basis, where $I_{l}^{\tau}$ is the index set such that the functions $\tau_{l k}$ do not vanish on $\Omega^{l}$ for $k \in I_{l}^{\tau}$. And let $h$ be the maximum cell between all cells. Then there exist two constants $K_{1}(N)$ which depends on the number of the hierarchy depth $N$ and $K_{2}$ such that

$$
\begin{equation*}
K_{1}(N)^{-1}\|\boldsymbol{c}\|_{p} \leq\|f\|_{p} \leq K_{2}\|\boldsymbol{c}\|_{p} \tag{59}
\end{equation*}
$$

for any $f=\sum_{l=0}^{N} \sum_{k \in I_{l}^{\tau}} c_{l k} \tau_{l k} \in \mathfrak{S}$ and all sets of $\mathbf{c}=\left\{c_{l k}\right\}$, where

$$
\begin{equation*}
K_{1}(N):=h^{-1 / p}(1+N)^{1 / p}(1+d)\left(1+d^{\prime}\right)(2 d(d-1))^{d}\left(2 d^{\prime}\left(d^{\prime}-1\right)\right)^{d^{\prime}} / d!d^{\prime}! \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{2}:=\left[(b-a)\left(b^{\prime}-a^{\prime}\right)\right]^{1 / p} \tag{61}
\end{equation*}
$$

Proof The proof of this theorem can be completed by the method analogous to that used in Theorem 5.1.

Remark 5.3 The constants $K_{1}(N)$ in inequality (49) and (59) depend on the number of the hierarchy depth. In fact, we cannot find a better constant such that inequality (49) and (59) gets stronger. To verify this remark, we will construct a univariate quadratic hierarchical spline, which will show the polynomial dependence. Let $\Omega^{0}=[0,3]$ and take the grid with mesh size 1 on $\Omega^{0}$. And let the grid with mesh size $1 / 2^{l}$ on $\Omega^{l}, l \geq 1$. In each dyadic level $l$, we remove one B-spline, and truncate the other 3 B-splines with respect to $B^{l+1}$ on $\Omega^{l+1}$, and insert 4 little B-splines at the next level $l+1$.

$$
\begin{aligned}
& \Omega^{0}=[0,3] \\
& \Omega_{l}=\left[1-1 / 2^{l-1}, 1+1 / 2^{l-2}\right], \text { for } l \geq 1
\end{aligned}
$$

The corresponding THB-spline basis functions of the first four levels are shown in Figure 2. We define $f$ by

$$
\begin{equation*}
f=\sum_{l=0}^{N} \sum_{k \in I_{l}} 1 \cdot \tau_{l k}=1 \tag{62}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{l k} \equiv 1, \quad \forall l, k \tag{63}
\end{equation*}
$$

So we have

$$
\begin{equation*}
\|f\|_{p}:=\left(\int_{0}^{3}|f|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}=3^{\frac{1}{p}} \tag{64}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\mathbf{c}\|_{p}:=\left(\sum_{l=0}^{N} \sum_{k \in I_{l}}\left|c_{l k}\right|^{p}\right)^{\frac{1}{p}}=(3 N+5)^{\frac{1}{p}} . \tag{65}
\end{equation*}
$$

These imply directly that

$$
\begin{equation*}
\|\mathbf{c}\|_{p}=(3 N+5)^{\frac{1}{p}}>3^{\frac{1}{p}}=\|f\|_{p} \tag{66}
\end{equation*}
$$

## 6. Conclusion

The hierarchical spline model provides a flexible and simple framework for adaptive function approximation and detailed representation of geometric model. They can be linearly represented by the truncated hierarchical B-spline basis. This basis forms a convex partition of unity and has the smaller supports than those of the hierarchical B-spline basis. The stability analysis of the truncated hierarchical B-spline basis is considered in this paper, since the stability of a basis is important for the computer manipulations. We prove that the THB-spline basis is a weakly $L_{p}$ stable basis, $1 \leq p<\infty$, by using some classical tools of mathematical analysis. This means that the associated constants to be considered in the stability analysis are at most of polynomial growth in the number of hierarchy depth.
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