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Abstract Text clustering is an important research issue of clustering technique. It aims to use

the similar characteristics or similar expression to group the text so that the texts in the same

clusters have the greatest similarity, and those in different clusters have the greatest dissimilarity.

There are many characteristics in Mongolian structure and writing-mode compared with other

kinds of characters. By combining K-means and clone immune algorithm, we propose a novel

clustering technique called ICKM. Numerical experiments on four elements sets illustrate the

validity of our method in the clustering task for Mongolian.
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1. Introduction

The Mongolian is the official language of Mongolia, and is one of the most widely-spoken and

best-known members in the Mongolic language family. Mongolian nationality spreads over many

provinces and autonomous regions of China, for example, Inner Mongolia Autonomous Region,

Xinjiang, Gansu and Heilongjiang. Among them, the Inner Mongolia Autonomous Region is

the largest and most concentrated area of Mongolian nationalities and the main language is

Mongolian. Along with the information explosion, the processing of massive information becomes

one key and challenging problem. The language recognition and clustering is a new technology

that combines artificial intelligence with image processing and there have been many mature

methods designed for English and Chinese. Nevertheless, there is still few work on the Mongolian

recognition and clustering.

Artificial immune algorithm is a new artificial intelligent technique that imitates the function

of the natural immune system, and provides many evolutionary learning mechanisms including
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noise tolerance, unsupervised learning, self-organization and memory. It has attracted many

research attention from researchers of various fields relevant to artificial intelligent.

Clustering analysis belongs to an unsupervised learning task of machine learning and it groups

the similar data in a cluster [1,2]. There are many widely used clustering methods including K-

means [3–5], fuzzy C-Means [6–9], hierarchical clustering [10], genetic algorithm based clustering

technique [11–13] and XK-means [12].

K-means is a well-known clustering algorithm, where the cluster number K is provided in

advance as an input. Based on the cluster number, K-means randomly selects K number of

initial points from a data set. However, the clustering results are sensitive to the choice of initial

cluster center. Additionally, K-means generally is trapped in the local minima that leads to

a poor clustering result. To overcome the drawback in optimization, some genetic algorithms,

which can provide the global optimization, have been widely used to optimize the K-means

clustering problems. In this paper, we propose a hybrid clustering technique that incorporates

K-means with immune clone algorithm.

The rest of this paper is organized as follows. In Section 2, we brief the basic mechanism

of the immune clone algorithm as well as the clustering technique. In Section 3, we present the

ICKM algorithm. In Section 4, we show the experimental results on K-means, GKA (Genetic

K-means algorithm) [11], IGKM (Immune genetic k-means algorithm) [14] and ICKM algorithms

and the last section concludes the paper.

2. Immune clone algorithm and clustering technique

In this section, we present some basic knowledge on immune clone algorithm and clustering

technique.

2.1. Artificial immune system

Artificial immune system (AIS) is a model that imitates biological immune system including

diversity, distributed computation, error tolerance, dynamic learning and self-monitoring [15,16]

and provides a new search algorithm for many artificial intelligent problems, for example, pat-

tern recognition, learning and associative memory [17, 18]. In recent years, there have been

many research interests lying in AIS and its application. AIS inherits the characteristics of gen-

eral immune system and adopts a group search strategy including following several steps: (1)

generating initial population; (2) computation of fitness value for each antibody; (3) selection

operation, crossover operation and mutation operation; and (4) generating new population. Fi-

nally, through such iterative operations, the optimal solution of the problem is obtained with a

high probability. Compared to other algorithms, the immune algorithm ensures the diversity of

the population because of its own diversity and maintenance mechanisms so as to overcome the

premature problem.

2.2. The basic concept of clone technique
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Clone is an important concept in biological immune system. It can successively produce

next generation and form population without sexual reproduction [19]. The basic idea of clone

algorithm is to randomly generate antibody population consisting of n antibodies. After the

operations on these antibodies including clonal proliferation, clonal mutation and clonal selection,

it then chooses the excellent antibodies. In the process of generations, the clonal proliferation

is performed to form sub-antibodies; the clonal mutation is performed for the ergodicity of the

evolution process, which guarantees the appearance of a global optimal antibody in the evolution

process, and updating of the super antibody for catching forever the global optimal antibody

once it appears; and the clonal selection operation is performed for the population to have a

good evolution direction.

In the clone algorithm, the antigen corresponds to the objective function and various con-

straints of the optimization problem; the antibody is related with the solution of the problem,

and the affinity of antibodies and antigens reflects the matching degree between the optimal

solution and the object function. In the implementation of evaluation process, the transition

state of antibody population can be expressed as follows:

P (t)
Clonal Proliferation−−−−−−−−−−−−−−−→ P ′(t)

Clonal Mutation−−−−−−−−−−−−−→ P ′′(t)
Clonal Selection−−−−−−−−−−−−−→ P (t+ 1). (2.1)

The following is briefly introduction of above three operators.

(1) Clonal proliferation operation TC
c .

In the artificial immune system, the clonal proliferation operators are defined as follows:

TC
c (P (t)) = [TC

c p1(t), T
C
c p2(t), . . . , T

C
c pi(t), . . . , T

C
c pN (t)], (2.2)

TC
c pi(t) = Ii.pi(t), i = 1, 2, . . . , N, (2.3)

where N is the population size and pi(t) is the each antibody of population. After cloning, the

population becomes

P ′(t) = {p′1(t), p′2(t), . . . , p′N (t)}. (2.4)

(2) Clonal mutation operation TC
m

For each antibody after being cloned, the clonal mutation is carried out according to mutation

probability Pm:

P ′′(t) = TC
m(P ′

1(t)). (2.5)

In this process, the population of mutated solutions is bred. Clonal mutation can expand the

searching range (increasing the diversity of antibodies) and can help prevent premature evolution.

(3) Clonal selection operation

The usual roulette strategy is used in the clone algorithm. The probability that an antibody

pi(t) is selected from the existing population to breed the next generation is given by

P (pi(t)) =
F (pi(t))∑N
l=1 pl(t)

, i = 1, 2, . . . , N ; (2.6)

F (pi(t)) =
1∑K

k=1

∑n
i=1 uik∥xi − ck∥

, (2.7)
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where F (pi(t)) is the fitness value of antibody pi(t) and ck presents the center of k-th cluster.

Finally, the population of next generation is generated according to following formula:

P (t+ 1) = TC
s (P ′′(t)). (2.8)

2.3. Clustering technique

Clustering analysis groups the data according to some similar criterion such as similar struc-

ture or similar expression. In this manner, it is expected that the data in the same clusters have

the greatest similarity, and the data in different clusters have the greatest dissimilarity. Clus-

tering analysis has been effectively applied in various engineering and scientific disciplines, for

example, psychology, biology, medicine, computer vision, communications and remote sensing.

Because of its simplicity and fast convergence speed, K-means and its variants have always

been the most frequently used clustering algorithm. The main idea of this algorithm is to

minimize (or maximize) the value of a certain criterion function, where the number of cluster K

is required in advance and then K initial points are randomly selected from a data set. However,

one shortcoming of K-means is easily to fall into local optimum. To improve the quality of the

clusters, the genetic algorithm has been incorporated with K-means. The introduction of genetic

mechanism has successively kept K-means avoiding local optimum [6,11]. The main contributions

of this paper is to impose the immune clone algorithm into K-means and provide a new clustering

technique, called ICKM algorithm.

3. ICKM algorithm

In this section, we first give some necessary notations and then describe the proposed ICKM

algorithm.

3.1. Necessary notations

The aim is to group a set of n elements into K clusters. Each element is expressed as a D×D

matrix:

xi =


xi
11 xi

12 · · · xi
1D

...
...

...
...

xi
D1 xi

D2 · · · xi
DD

 , i = 1, 2, . . . , n, k = 1, 2, . . . ,K.

Define

uik =

{
1, if the i-th element belongs to the k-th cluster,

0, otherwise,
(3.1)

and then form a label matrix U = [uik]. It is required that each element should belong to

precisely one cluster, and each cluster contain at least one element. Therefore, we have

K∑
k=1

uik = 1, i = 1, 2, . . . , n, (3.2)
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1 ≤
n∑

i=1

uik < n, k = 1, 2, . . . ,K. (3.3)

Let the center of the k-th cluster be

ck =


ck11 ck12 · · · ck1D
...

...
...

...

ckD1 ckD2 · · · ckDD

 ,

where each element of ck is defined by

ckdj =

∑n
i=1 uik

∑D
d=1

∑D
j=1 x

i
dj∑n

i=1 uik
. (3.4)

Let ∥ · ∥F stand for the Frobenius norm. Then, for any two D ×D matrices

y =


y11 y12 · · · y1D
...

...
...

...

yD1 yD2 · · · yDD


and

z =


z11 z12 · · · z1D
...

...
...

...

zD1 zD2 · · · zDD

 ,

the distance between them is

∥y − z∥F =
( D∑

i=1

D∑
j=1

|yij − zij |2
) 1

2

. (3.5)

3.2. Evaluation strategies

To evaluate the clustering results, we adopt the following evaluation strategies: the sum

squared error (SSE) [12], Xie-Beni index (XB) [12] and Davies-Bouldin (DB) evaluation criteria

[20]. The SSE is defined as

SSE =
K∑

k=1

n∑
i=1

uik∥xi − ck∥2. (3.6)

SSE will be used as the evaluation function in the genetic operation of the numerical simulation

later on. Generally speaking, lower SSE means better clustering result. Then XB is defined as

XB =
SSE

n ∗ dmin
, (3.7)

where dmin is the shortest distance between clusters. To define the DB index [2, 13], we first

defined the within-cluster scatter Sk:

Sk = (
1

|ck|
∑
x∈ck

∥ x− ck ∥2) 1
2 , (3.8)
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where ck (resp., |ck|) denotes the set (resp., the number) of the samples belongs to the cluster

k. Then, define a term for cluster as

Rk = max
j,j ̸=k

Sk + Sj

∥ck − cj∥
. (3.9)

Finally, the DB is defined as:

DB =
1

K

K∑
k=1

Rk. (3.10)

In the numerical experiments, an iteration process stops if the iteration step reaches a given

maximum number (T).

3.3. Main steps of ICKM

The process of ICKM listed is as follows:

Algorithm 1 Main steps of ICKM

1: Initialization: Set the population size N , the maximum number of iterations T , the mutation prob-

ability P and the number of clusters K. Let t = 0.

2: Perform a clone operation based on the fitness value of the antibodies and get a new population

denoted by P
′
(t) .

3: Clone mutation: each bit of selected antibody will be changed to a random number between 1 and

K, each antibody of population will be chosen with the probability P , then, breed a new population

denoted by P
′′
(t).

4: Clone selection: The same number of antibodies are selected according to (6,7) and breed the next

generation denoted by P
′′′
(t).

5: Perform K-means on the P
′′′
(t) to get the next generation population denoted by P (t+ 1).

6: Elitist operation: Choose the best antibody from P (t+1) and compare it with p∗(t) to get p∗(t+1).

If affinity of the new antibody is better than that of original value, then the new antibody is stored

in the place of the original one, otherwise the old antibody is kept in population.

7: Stop if the termination criterion (see the end of Section 3.2) is reached, otherwise go to 2 with

t← t+ 1.

4. Numerical experiments

4.1. SSE, XB and DB performances

The experiments are conducted in two aspects:

1) the performances of the algorithms in terms of Mongolian printed prototype similar ele-

ments and non-prototype similar elements based on the SSE, DB and XB.

2) the performances of the algorithms in terms of the handwritten Mongolian prototype

similar elements and non-prototype similar elements based on the SSE, DB and XB.

It is noteworthy that the sizes and shapes of the hand-writing elements are different for each

person, even the hand-writing elements of the same person may have different sizes and shapes.

However, on the premise of a fixed font and size, the same printed character has nothing to do

with the typist.

Each algorithm is repeated fifty times on the four different elements sets. The averages over
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the fifty repeated results for the three evaluation criteria (SSE, DB and XB) are listed in Table

1. As shown in Table 1, ICKM achieves the lowest SSE, DB and XB over all the four element

sets. Figure 1 also illustrate that ICKM achieves the highest accuracy for all the four element

sets.

As an example to describe the clustering process, a typical iteration process on printed

prototype set is shown in Figure 3 (a)–(c).

Syllables sets Evaluation K-means GKA IGKM ICKM

technique

handwritten- SSE 3.5320 3.4140 3.3720 3.320

prototype XB 9.631×10−2 9.505×10−2 9.418×10−2 9.269×10−2

DB 1.6843 1.5265 1.4022 1.3901

handwritten- SSE 3.4960 3.3880 3.3720 3.200

non-prototype XB 9.567×10−2 9.501×10−2 9.411×10−2 9.260×10−2

DB 1.6433 1.4653 1.3854 1.3509

printed- SSE 3.3560 3.2540 3.1980 3.1540

prototype XB 9.560×10−2 9.499×10−2 9.401×10−2 9.230×10−2

DB 1.6329 1.4521 1.3708 1.3651

printed- SSE 3.3360 3.2100 3.1720 3.1000

non-prototype XB 9.458×10−2 9.446×10−2 9.342×10−2 9.182×10−2

DB 1.6099 1.4387 1.3466 1.3256

Table 1 Average SSE, XB and DB
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(a) Accuracy of handwritten elements (b) Accuracy of printed elements

Figure 1 Results of clustering accuracy
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Figure 2 Curves of three evaluation criteria on printed prototype

(a) Clustering of the handwritten prototype (b) Clustering of the printed prototype

(c) Clustering of handwritten non-prototype

Figure 3 Clustering results of different sets
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4.2. Computational time

Table 2 gives the average computational times over the fifty runs for each data set. It shows

that the computational time of four algorithms does not show significant difference. However,

our ICKM is better if we do not mind the computational time and we care very much about the

accuracy.

Data Sets Evaluation K-means GKA IGKM ICKM

Technique

handwritten- SSE 8.325 8.237 8.785 8.226

prototype DB 9.328 9.542 9.875 9.937

XB 8.547 8.763 8.432 8.229

handwritten- SSE 8.230 8.458 8.560 8.334

non-prototype DB 9.543 9.354 9.642 9.662

XB 8.349 8.432 8.326 8.356

printed- SSE 8.242 8.286 8.432 8.333

prototype DB 9.135 9.230 9.426 9.424

XB 8.365 8.231 8.256 8.234

printed- SSE 8.184 8.297 8.398 8.352

non-prototype DB 9.208 9.337 9.454 9.095

XB 8.189 8.235 8.279 8.232

Table 2 Average running times (in seconds)

5. Conclusion

Mongolian information processing is a new research field and one of the most popular research

concerned in this filed is the clustering of Mongolian elements with the help of artificial intelli-

gence and image processing technique. In this paper, we proposed the ICKM clustering technique

that incorporates the immune clone algorithm. The comparative experiments with K-means, G-

KA and IGKM are conducted to solve two problems: the printed Mongolian elements and the

hand-writing Mongolian elements. The experimental results illustrate the superiority of our al-

gorithm over three kinds of evaluation criterions: sum of squared error (SSE), Davies-Bouldin

index (DB) and Xie-Beni index (XB).
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