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#### Abstract

A partition reduction method is used to obtain new upper bounds for the inverses of $H$-matrices and $S$-strictly diagonally dominant ( $S$-SDD) matrices. The estimates are expressed via the determinants of third order matrices. Numerical experiments with various random matrices show that they are stable and better than the estimates presented in literatures. We use these upper bounds to improve known error estimates for linear complementarity problems with $H$-matrices and $S$-SDD matrices.
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## 1. Introduction

Linear complementarity problem $\operatorname{LCP}(M, q)$ consists in finding a vector $x \geq 0$ such that

$$
\begin{equation*}
M x+q \geq 0, x^{\mathrm{T}}(M x+q)=0 \tag{1.1}
\end{equation*}
$$

or in proving that the problem has no solution. Linear complementarity problems are used in Nash equilibrium point of bimatrix games, contact and free boundary problems for journal bearing [1-3]. It is well known that an $H$-matrix with positive diagonals is a $P$-matrix, whose principle submatrices are all positive. Moreover, the $\operatorname{LCP}(M, q)$ has a unique solution for any $q \in \mathbb{R}^{n}$ if and only if $M$ is a $P$-matrix [4]. Later on, Chen and Xiang [5] gave a practical error bounds for $\operatorname{LCP}(M, q)$ with a $P$-matrix $M$ :

$$
\begin{equation*}
\left\|x-x^{*}\right\|_{\infty} \leq \max _{d \in[0,1]^{n}}\left\|(I-D+D M)^{-1}\right\|_{\infty}\|r(x)\|_{\infty} \tag{1.2}
\end{equation*}
$$

where $x^{*}$ is the exact solution of the $\operatorname{LCP}(M, q), r(x)=\min \{x, M x+q\}, D=\operatorname{diag}\left(d_{i}\right)$ with $0 \leq d_{i} \leq 1$. Since $\|r(x)\|_{\infty}$ can be easily estimated, we focus on the bounds for

$$
\begin{equation*}
\max _{d \in[0,1]^{n}}\left\|(I-D+D M)^{-1}\right\|_{\infty} \tag{1.3}
\end{equation*}
$$

[^0]Note that various estimation of norm bounds for inverse matrices can be found in [6-12]. The error bounds of LCPs can be derived by using such estimates. Then one tried to present computable upper bounds of (1.3) for matrix $M$ belonging to various subclasses of $P$-matrices, such as $B$-matrices [13-15], doubly $B$-matrices [16], $B^{S}$-matrices [17], $B$-Nekrasov matrices [18], $S B$-matrices [19, 20], $M B$-matrices [21], Nekrasov matrices [22], $S$-Nekrasov and $B S$-Nekrasov matrices [23], $\Sigma$-SDD matrix [24, 25], $H$-matrices [26], $Q N$-matrices [27], $S$ - $Q N$ matrices [28].

As $H$-matrices with positive diagonals are $P$-matrices, then the related $\mathrm{LCP}(M, q)$ has a unique solution with error bounds (1.2). Though García-Esnaola and Peña [26] has presented a comparison error bounds of LCPs for $H$-matrices, it is not accurate for the $H$-matrix $M$ with positive diagonal matrix $D$ such that the diagonal dominance degree is very small. In 2013, García-Esnaola and Peña [24] considered the $\operatorname{LCP}(M, q)$ with the matrix $M$ being a $\Sigma$-SDD with positive diagonals, and provided upper bounds of (1.3). After that in 2019, Wang and Li [25] improved the results for $S$-SDD matrices in [24]. Actually, $\Sigma$-SDD matrix is just the $S$-SDD matrix, which belongs to $H$-matrix [29, 30], defined as follows:

Definition 1.1 ([30]) Let $A=\left(a_{i j}\right) \in \mathbb{C}^{n \times n}$. If there is a $\emptyset \neq S \subset \mathbb{N}:=\{1,2, \ldots, n\}$ such that for any $i \in S$ and $j \in S^{c}$,

$$
\left\{\begin{array}{l}
\left|a_{i i}\right|>r_{i}^{S}(A), \\
\left(\left|a_{i i}\right|-r_{i}^{S}(A)\right)\left(\left|a_{j j}\right|-r_{j}^{S^{c}}(A)\right)>r_{i}^{S^{c}}(A) r_{j}^{S}(A),
\end{array}\right.
$$

where $S^{c}$ is the complement set of $S$ via $\mathbb{N}$, and

$$
r_{i}(A):=\sum_{i \neq j \in \mathbb{N}}\left|a_{i j}\right|, r_{i}^{S}(A):=\sum_{i \neq j \in S}\left|a_{i j}\right|, r_{i}^{S^{c}}(A):=\sum_{i \neq j \in S^{c}}\left|a_{i j}\right|,
$$

then $A$ is an $S$-SDD matrix.
The diagonal dominance degree [31] is widely used in bounding the inverse of matrices and the eigenvalues [32,33]. The known upper bounds for $H$-matrices [26] and $S$-SDD matrices [24,25] are obtained by the fact that $H$-matrices and $S$-SDD matrix can be related to a strictly diagonally dominant (SDD) matrix via a positive diagonal matrix [29, 30]. However, the existing upper bounds are not sharp when the diagonal dominance degree of the related SDD matrix are very small. While if the partition reduction method in [15] is used to estimating $\left\|A^{-1}\right\|_{\infty}$ for $S$-SDD matrix $A$, it is more accurate and stable.

In this paper, we would first recall the partition reduction method for estimating the SDD $M$-matrices. While for any $H$-matrix $A$, there exists a positive diagonal matrix $D$ such that $A D$ is an SDD matrix, then $\left\|(A D)^{-1}\right\|_{\infty}$ can be well estimated, and we present the upper bounds $\left\|A^{-1}\right\|_{\infty}$ for $H$-matrices through the estimation of $\left\|(A D)^{-1}\right\|_{\infty}$. Furthermore, we use this upper bound to obtain a new error bound of LCPs for $H$-matrix which seems to be more efficient in random numerical experiments. In addition, $S$-SDD matrix is an $H$-matrix with explicit expressed positive diagonal matrix, when our estimations are used for $S$-SDD matrix, new upper bound and error bound for $S$-SDD matrices are proposed.

The rest of the paper are organized as follows: In Section 2, some basic definitions, lemmas and associated theories are presented. In Section 3, we use the partition reduction method to
obtain new upper bounds for $H$-matrix and $S$-SDD matrix and some random numerical examples are presented to show the efficiency and accuracy of our results. In Section 4, we apply the new obtained upper bounds for new error bounds for $H$-matrix including $S$-SDD matrices and some random examples are presented.

## 2. Preliminaries

In this section, let us introduce notations, definitions and auxiliary results. If $A=\left(a_{i j}\right)$, $\mathbb{N}=\{1,2, \ldots, n\}$, then the notation $A \geq 0(A>0)$ means that $a_{i j} \geq 0\left(a_{i j}>0\right)$ for all $i, j$. Consequently, we write $A \geq B(A>0)$ if $A-B \geq 0(A-B>0)$. Let $\mathbb{R}$ and $\mathbb{C}$, denote the sets of the real and complex numbers, respectively. Denote $e_{n}=(1,1, \ldots, 1)^{\mathrm{T}} \in \mathbb{R}^{n}$.

Definition 2.1 ([34]) A matrix $A=\left(a_{i j}\right) \in \mathbb{C}^{n \times n}$ is called a diagonally dominant ( $D D$ ) matrix, if

$$
\begin{equation*}
\left|a_{i i}\right| \geq r_{i}(A), \quad i \in \mathbb{N} \tag{2.1}
\end{equation*}
$$

and strictly diagonally dominant (SDD) matrix if the inequalities in (2.1) all hold strictly. Further more, if there is a positive diagonal matrix $D$ such that $A D$ is an SDD matrix, then $A$ is called a nonsingular $H$-matrix.

Definition $2.2([34]) \quad A$ is called a nonsingular $M$-matrix if it can be expressed as $A=s I-B$, where $B \geq 0$ and $s>\rho(B)$, where $\rho(B)$ is the spectral radius of $B$.

Definition 2.3 ([34]) A matrix $A=\left(a_{i j}\right)$ is called an $H$-matrix if its comparison matrix $\mu(A)=\left(\tilde{a}_{i j}\right)$ is an $M$-matrix, where

$$
\tilde{a}_{i j}:=\left\{\begin{array}{rr}
\left|a_{i j}\right|, & i=j, \\
-\left|a_{i j}\right|, & i \neq j .
\end{array}\right.
$$

Lemma 2.4 ([35]) Suppose $A$ is an $H$-matrix, then $\left|A^{-1}\right| \leq\{\mu(A)\}^{-1}$.
Lemma 2.5 ([15]) If $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ is a nonsingular $M$-matrix such that $A x \leq b$, then

$$
x \leq\left(\frac{\operatorname{det} A^{(1, b)}}{\operatorname{det} A}, \ldots, \frac{\operatorname{det} A^{(n, b)}}{\operatorname{det} A}\right)^{\mathrm{T}}
$$

Lemma 2.6 ([24]) Let $A$ be an $S-S D D$ matrix. Suppose $W=\operatorname{diag}\left(w_{1}, \ldots, w_{n}\right)$ is a positive diagonal matrix with

$$
w_{i}= \begin{cases}\gamma, & i \in S  \tag{2.2}\\ 1, & i \in S^{c}\end{cases}
$$

where $0<\gamma \in I_{S}$, and

$$
\begin{equation*}
I_{S}:=\left(\max _{i \in S} \frac{r_{i}^{S^{c}}(A)}{\left|a_{i i}\right|-r_{i}^{S}(A)}, \min _{j \in S^{c}} \frac{\left|a_{j j}\right|-r_{j}^{S^{c}}(A)}{r_{j}^{S}(A)}\right), \tag{2.3}
\end{equation*}
$$

assuming that if $r_{j}^{S}(A)=0$, then $\frac{\left|a_{j j}\right|-r_{j}^{S^{c}}(A)}{r_{j}^{S}(A)}:=+\infty$. Then $A W$ is a strictly diagonally dominant matrix.

Remark 2.7 In general, the positive diagonal matrix $W$ is not unique. For instance, for any $k \in \mathbb{R}, k W$ is also such a positive diagonal matrix.

## 3. Upper bounds for the inverse of $H$-matrices including $S$-SDD matrices

In this section, we would present the upper bound of $S$-SDD matrices by partition reduction method. Firstly, let us give some notations: Let $\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)$ be a partition of the set $\mathbb{N}$ such that $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ are nonempty subsets separated from each other. In particular, for $k=3$ we have $\alpha_{1} \cup \alpha_{2} \cup \alpha_{3}=\mathbb{N}$ and $\alpha_{1} \cap \alpha_{2}=\emptyset, \alpha_{1} \cap \alpha_{3}=\emptyset, \alpha_{2} \cap \alpha_{3}=\emptyset$. In general, we denote by $\mathfrak{P}\left(\mathbb{N}_{k}\right)$ the set of all partitions separating $\mathbb{N}$ into $k$ parts. In addition, let $A^{(j, b)}\left(j \in \mathbb{N}, b \in \mathbb{R}^{n}\right)$ be the matrix obtained from $A \in \mathbb{R}^{n \times n}$ by replacing its $j$-th column by $b$.

Lemma 3.1 ([15]) If $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}, n \geq 3$, is an $S D D M$-matrix, then

$$
\begin{equation*}
\left\|A^{-1}\right\|_{\infty} \leq \min _{\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathfrak{P}\left(\mathbb{N}_{3}\right)} \max _{\substack{p \in \alpha_{1} \\ q \in \alpha_{2} \\ r \in \alpha_{3}}}\left\{\frac{\operatorname{det} S_{(p, q, r)}^{\left(1, e_{3}\right)}}{\operatorname{det} S_{(p, q, r)}}, \frac{\operatorname{det} S_{(p, q, r)}^{\left(2, e_{3}\right)}}{\operatorname{det} S_{(p, q, r)}}, \frac{\operatorname{det} S_{(p, q, r)}^{\left(3, e_{3}\right)}}{\operatorname{det} S_{(p, q, r)}}\right\} \tag{3.1}
\end{equation*}
$$

where

$$
S_{(p, q, r)}=\left(\begin{array}{ccc}
\sum_{j \in \alpha_{1}} a_{p j} & \sum_{j \in \alpha_{2}} a_{p j} & \sum_{j \in \alpha_{3}} a_{p j}  \tag{3.2}\\
\sum_{j \in \alpha_{1}} a_{q j} & \sum_{j \in \alpha_{2}} a_{q j} & \sum_{j \in \alpha_{3}} a_{q j} \\
\sum_{j \in \alpha_{1}} a_{r j} & \sum_{j \in \alpha_{2}} a_{r j} & \sum_{j \in \alpha_{3}} a_{r j}
\end{array}\right) .
$$

Theorem 3.2 Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be an $M$-matrix, and $T=\operatorname{diag}\left(t_{1}, \ldots, t_{n}\right)$ be a positive diagonal matrix such that $A T$ is an SDD matrix. Then

$$
\begin{align*}
& \left\|A^{-1}\right\|_{\infty} \leq \\
& \min _{\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathfrak{P}\left(\mathbb{N}_{3}\right)} \max _{\substack{p \in \alpha_{1} \\
q \in \alpha_{2} \\
r \in \alpha_{3}}}\left\{\max _{i \in \alpha_{1}} t_{i} \frac{\operatorname{det} S T_{(p, q, r)}^{\left(1, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}, \max _{i \in \alpha_{2}} t_{i} \frac{\operatorname{det} S T_{(p, q, r)}^{\left(2, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}, \max _{i \in \alpha_{3}} t_{i} \frac{\operatorname{det} S T_{(p, q, r)}^{\left(3, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}\right\}, \tag{3.3}
\end{align*}
$$

where

$$
S T_{(p, q, r)}=\left(\begin{array}{ccc}
\left|a_{p p}\right| t_{p}-\sum_{p \neq j \in \alpha_{1}}\left|a_{p j}\right| t_{j} & -\sum_{j \in \alpha_{2}}\left|a_{p j}\right| t_{j} & -\sum_{j \in \alpha_{3}}\left|a_{p j}\right| t_{j}  \tag{3.4}\\
-\sum_{j \in \alpha_{1}}\left|a_{q j}\right| t_{j} & \left|a_{q q}\right| t_{q}-\sum_{q \neq j \in \alpha_{2}}\left|a_{q j}\right| t_{j} & -\sum_{j \in \alpha_{3}}\left|a_{q j}\right| t_{j} \\
-\sum_{j \in \alpha_{1}}\left|a_{r j}\right| t_{j} & -\sum_{j \in \alpha_{2}}\left|a_{r j}\right| t_{j} & \left|a_{r r}\right| t_{r}-\sum_{r \neq j \in \alpha_{3}}\left|a_{r j}\right| t_{j}
\end{array}\right)
$$

Proof Since $A$ is an $M$-matrix, $A^{-1} \geq 0$ and there exists a positive diagonal matrix $T$ such that $A T$ is an SDD $M$-matrix. At first, let us consider the linear equation

$$
\begin{equation*}
A T x=e_{n}, \tag{3.5}
\end{equation*}
$$

then when $0 \leq x=(A T)^{-1} e_{n} \leq\left(\begin{array}{c}y_{1} \\ \vdots \\ y_{n}\end{array}\right)$, one immediately gets:

$$
A^{-1} e_{n} \leq T\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right)=\left(\begin{array}{c}
t_{1} y_{1} \\
\vdots \\
t_{n} y_{n}
\end{array}\right)
$$

Moreover,

$$
\left\|A^{-1}\right\|_{\infty}=\left\|A^{-1} e_{n}\right\|_{\infty} \leq\left\|\left(\begin{array}{c}
t_{1} y_{1}  \tag{3.6}\\
\vdots \\
t_{n} y_{n}
\end{array}\right)\right\|_{\infty} .
$$

Recall the partition reduction method for $\operatorname{SDD} M$-matrix. For any partition $\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$, considering the equation (3.5), let $x_{p}=\max _{i \in \alpha_{1}}\left\{x_{i}\right\}, x_{q}=\max _{i \in \alpha_{2}}\left\{x_{i}\right\}$, and $x_{r}=\max _{i \in \alpha_{3}}\left\{x_{i}\right\}$. Then

$$
\left(\begin{array}{l}
1  \tag{3.7}\\
1 \\
1
\end{array}\right) \geq\left(\begin{array}{ccc}
\left|a_{p p}\right| t_{p}-\sum_{p \neq j \in \alpha_{1}}\left|a_{p j}\right| t_{j} & -\sum_{j \in \alpha_{2}}\left|a_{p j}\right| t_{j} & -\sum_{j \in \alpha_{3}}\left|a_{p j}\right| t_{j} \\
-\sum_{j \in \alpha_{1}}\left|a_{q j}\right| t_{j} & \left|a_{q q}\right| t_{q}-\sum_{q \neq j \in \alpha_{2}}\left|a_{q j}\right| t_{j} & -\sum_{j \in \alpha_{3}}\left|a_{q j}\right| t_{j} \\
-\sum_{j \in \alpha_{1}}\left|a_{r j}\right| t_{j} & -\sum_{j \in \alpha_{2}}\left|a_{r j}\right| t_{j} & \left|a_{r r}\right| t_{r}-\sum_{r \neq j \in \alpha_{3}}\left|a_{r j}\right| t_{j}
\end{array}\right)\left(\begin{array}{l}
x_{p} \\
x_{q} \\
x_{r}
\end{array}\right)
$$

which by Lemma 2.5 illustrates that

$$
\left(\begin{array}{l}
x_{p}  \tag{3.8}\\
x_{q} \\
x_{r}
\end{array}\right) \leq\left(\begin{array}{l}
\frac{\operatorname{det} S T_{(p, q, r)}^{\left(1, e_{3}\right)}}{\operatorname{det} S T_{p, q, r)}} \\
\frac{\operatorname{det} S T_{(p, q, r)}^{(2, e, r)}}{\operatorname{det} S(p, q, r)} \\
\frac{\operatorname{det} S T_{(p, q, y)}^{3(, e, r)}}{\operatorname{det} S T_{(p, q, r)}}
\end{array}\right) .
$$

Hence

$$
x_{i} \leq\left\{\begin{array}{c}
x_{p} \leq \frac{\operatorname{det} S T_{(p, q, r)}^{\left(1, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}, i \in \alpha_{1},  \tag{3.9}\\
x_{q} \leq \frac{\operatorname{det} S T_{(p, q, r)}^{\left(2, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}, i \in \alpha_{2}, \\
x_{r} \leq \frac{\operatorname{det} S T_{(p, q, r)}^{\left(3, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}, i \in \alpha_{3} .
\end{array}\right.
$$

Then according to (3.6),

$$
\begin{equation*}
\left\|A^{-1}\right\|_{\infty} \leq \max \left\{\max _{i \in \alpha_{1}} t_{i} \frac{\operatorname{det} S T_{(p, q, r)}^{\left(1, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}, \max _{i \in \alpha_{2}} t_{i} \frac{\operatorname{det} S T_{(p, q, r)}^{\left(2, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}, \max _{i \in \alpha_{3}} t_{i} \frac{\operatorname{det} S T_{(p, q, r)}^{\left(3, e_{3}\right)}}{\operatorname{det} S T_{(p, q, r)}}\right\} \tag{3.10}
\end{equation*}
$$

At last, applying this method to all partitions of $\mathfrak{P}\left(\mathbb{N}_{3}\right)$, we obtain (3.3).
Remark 3.3 In particular, if $A$ is an SDD matrix, then $T=I$ is an identity matrix, and the bound reduces to the result in Lemma 3.1. However, for any $M$-matrix, it is not easy to give an explicit expression of the positive diagonal matrix, lots of the iterative algorithm for $H$-matrix present the numerical positive diagonal matrix. Nevertheless, as long as we obtain the positive diagonal matrix, we could apply the estimation in (3.3) to measure $\left\|A^{-1}\right\|_{\infty}$ for $M$-matrix.

By Lemma 2.6, the explicit expression of positive matrix $W$ is proposed for $S$-SDD matrix $A$ such that $A W$ is an SDD matrix. Then a new upper bound for $S$-SDD matrix is obtained.

Corollary 3.4 Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be an $S$-SDD matrix, and $W=\operatorname{diag}\left(w_{1}, \ldots, w_{n}\right)$ be a positive diagonal matrix defined as that in (2.2). Then

$$
\begin{align*}
& \left\|A^{-1}\right\|_{\infty} \\
& \quad \leq \min _{\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathfrak{P}\left(\mathbb{N}_{3}\right)} \max _{\substack{p \in \alpha_{1} \\
q \in \alpha_{2} \\
r \in \alpha_{3}}}\left\{\max _{i \in \alpha_{1}} w_{i} \frac{\operatorname{det} S W_{(p, q, r)}^{\left(1, e_{3}\right)}}{\operatorname{det} S W_{(p, q, r)}}, \max _{i \in \alpha_{2}} w_{i} \frac{\operatorname{det} S W_{(p, q, r)}^{\left(2, e_{3}\right)}}{\operatorname{det} S W_{(p, q, r)}}, \max _{i \in \alpha_{3}} w_{i} \frac{\operatorname{det} S W_{(p, q, r)}^{\left(3, e_{3}\right)}}{\operatorname{det} S W_{(p, q, r)}}\right\}, \tag{3.11}
\end{align*}
$$

where

$$
S W_{(p, q, r)}=\left(\begin{array}{ccc}
\left|a_{p p}\right| w_{p}-\sum_{p \neq j \in \alpha_{1}}\left|a_{p j}\right| w_{j} & -\sum_{j \in \alpha_{2}}\left|a_{p j}\right| w_{j} & -\sum_{j \in \alpha_{3}}\left|a_{p j}\right| w_{j} \\
-\sum_{j \in \alpha_{1}}\left|a_{q j}\right| w_{j} & \left|a_{q q}\right| w_{q}-\sum_{q \neq j \in \alpha_{2}}\left|a_{q j}\right| w_{j} & -\sum_{j \in \alpha_{3}}\left|a_{q j}\right| w_{j} \\
-\sum_{j \in \alpha_{1}}\left|a_{r j}\right| w_{j} & -\sum_{j \in \alpha_{2}}\left|a_{r j}\right| w_{j} & \left|a_{r r}\right| w_{r}-\sum_{r \neq j \in \alpha_{3}}\left|a_{r j}\right| w_{j}
\end{array}\right)
$$

For large $H$-matrices and $S$-SDD matrices $A$, we do not compute the bounds for different partitions. Instead, we choose two partitions and compute the corresponding bounds in (3.3) and (3.11). Such experiments are able to show the effectiveness and superiority of our method. Besides, in numerical experiments, we will sort the row indexes from smallest to largest in order of diagonal dominance degree for getting $i_{1}, i_{2}, \ldots, i_{n}$, and then present two partitions as follows,

- partition 1: $\alpha_{1}=\left\{i_{1}, i_{2}, \ldots, i_{\left\lfloor\frac{n}{3}\right\rfloor}\right\}, \alpha_{2}=\left\{i_{\left\lfloor\frac{n}{3}\right\rfloor+1}, \ldots, i_{\left\lfloor\frac{2 n}{3}\right\rfloor}\right\}, \alpha_{3}=\left\{i_{\left\lfloor\frac{2 n}{3}\right\rfloor+1}, \ldots, i_{n}\right\}$
- partition 2: $\widetilde{\alpha}_{1}=\left\{i_{1}, i_{4}, \ldots, i_{3 k-2}\right\}, \widetilde{\alpha}_{2}=\left\{i_{2}, i_{5}, \ldots, i_{3 k-1}\right\}, \widetilde{\alpha}_{3}=\left\{i_{3}, i_{6}, \ldots, i_{3 k}\right\}$.

In addition, for the positive diagonal matrix $W=\operatorname{diag}\left(w_{1}, \ldots, w_{n}\right)$ related to $S$-SDD matrix, we just make the parameter

$$
\begin{equation*}
\gamma=\frac{1}{2}\left(\max _{i \in S} \frac{r_{i}^{S^{c}}(A)}{\left|a_{i i}\right|-r_{i}^{S}(A)}+\min _{j \in S^{c}} \frac{\left|a_{j j}\right|-r_{j}^{S^{c}}(A)}{r_{j}^{S}(A)}\right) . \tag{3.12}
\end{equation*}
$$

For comparison, we recall some upper bound of $\left\|A^{-1}\right\|_{\infty}$ for $H$-matrices and $S$-SDD matrices [36], respectively:

- If $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ is an $H$-matrix with positive diagonal matrix $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ such that $A D$ is an SDD matrix, then

$$
\begin{equation*}
\left\|A^{-1}\right\|_{\infty} \leq \max _{i} \frac{\max _{k} d_{k}}{\left|a_{i i}\right| d_{i}-\sum_{j \neq i}\left|a_{i j}\right| d_{j}} \tag{3.13}
\end{equation*}
$$

- If $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ is an $S$-SDD matrix, then

$$
\begin{equation*}
\left\|A^{-1}\right\|_{\infty} \leq \min _{S \in \mathfrak{S}(A)} \max _{i \in S, j \in S^{c}} \frac{\left|a_{i i}\right|-r_{i}^{S}(A)+r_{j}^{S^{c}}(A)}{\left(\left|a_{i i}\right|-r_{i}^{S}(A)\right)\left(\left|a_{j j}\right|-r_{j}^{S^{c}}(A)\right)-r_{i}^{S^{c}}(A) r_{j}^{S}(A)} \tag{3.14}
\end{equation*}
$$

Next, let us see some random numerical experiments for $H$-matrices.
Example 3.5 Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n} n \geq 4$ be a random $H$-matrix generated by the following matlab codes:

$$
\begin{gathered}
A=-\operatorname{randi}([1,100], n, n), \gamma=0.2+\operatorname{exprnd}(3, n, 1), R=\operatorname{sum}\left(A^{\prime}\right), d=0.2+\operatorname{rand}(n, 1), \\
\text { for } i=1: n \\
\quad A(i, i)=R(i)-A(i, i)+\gamma(i) ; \\
\text { end } \\
A=A * \operatorname{diag}(d) .
\end{gathered}
$$

Then $A$ is an $H$-matrix with positive diagonal matrix $\widetilde{D}=\operatorname{diag}\left(\frac{1}{d_{1}}, \ldots, \frac{1}{d_{n}}\right)$ such that $A \widetilde{D}$ is an SDD matrix. In this example, we increase $n$ from 4 to 100 , and randomly generate $H$-matrices with positive diagonal matrix. For each random $H$-matrix, we compute the upper bounds (3.13) and (3.3), and plot the results in Figure 1.


Figure 1 The estimations for $\left\|A^{-1}\right\|_{\infty}$ of some random $H$-matrices

From the results in the picture, our bounds are sharper and stable, especially when the size of the matrix is large, our results are still accurate and stable.

Next, let us consider the $S$-SDD matrix. Recall the numerical experiment in [36].

Example 3.6 Suppose

$$
A=\left(\begin{array}{cccccc}
9.2 & -1.3 & -2.1 & -0.5 & -3.3 & -2.5 \\
-1.6 & 8.5 & -0.3 & -2.7 & -1.1 & -0.6 \\
-0.3 & -4.3 & 9.8 & -1.2 & -0.5 & -2.1 \\
-1.7 & -0.9 & -2.5 & 7.8 & -0.3 & -1.4 \\
-2.9 & -0.1 & -2.1 & -1.3 & 8.8 & -2.1 \\
-3.1 & -1.5 & -0.2 & -1.6 & -0.7 & 7.6
\end{array}\right)
$$

then $A$ is not an SDD matrix but an $S$-SDD matix with $T(A)=\{1\}$ and $\left\|A^{-1}\right\|_{\infty}=1.4663$. By simple computation, the subset $S$ is in choice of $\{2,3\},\{2,3,4\},\{3,5,6\},\{2,3,4,6\},\{2,3,5,6\}$, $\{3,4,5,6\},\{2,3,4,5,6\}$, and the upper bounds computed by (3.14) and (3.11) are listed in Table 1.

| $S$ | Morǎca's bound | Our bound by partition 1 | Our bound by partition 2 |
| :---: | :---: | :---: | :---: |
| $\{2,3\}$ | 4.4279 | 1.8548 | 2.6876 |
| $\{2,3,4\}$ | 4.8824 | 1.7176 | 2.6914 |
| $\{3,5,6\}$ | 178.5714 | 3.0007 | 36.2781 |
| $\{2,3,4,6\}$ | 10.1905 | 1.9425 | 3.8217 |
| $\{2,3,5,6\}$ | 26.8627 | 2.5912 | 11.1112 |
| $\{3,4,5,6\}$ | 13.4483 | 2.5854 | 9.6983 |
| $\{2,3,4,5,6\}$ | 9.8473 | 2.2415 | 5.6797 |

Table 1 Morǎca's bound and our bound for $S$-SDD matrix with different $S$
From the results in Table 1, it is obvious that our upper bounds are more accurate. Thus this example illustrates that our results are sharper in some cases.

## 4. Error bounds of linear complementarity problem for $H$-matrices including $S$-SDD matrices

In this section, we would apply the new upper bound for $H$-matrices and $S$-SDD matrices to the error bound of linear complementarity problem for $H$-matrices and $S$-SDD matrix, respectively.

Before presenting our error bounds, we recall a useful lemma.
Lemma 4.1 ([15]) Considering an SDD $M$-matrix

$$
A=\left(\begin{array}{ccc}
a_{11} & -a_{12} & -a_{13} \\
-a_{21} & a_{22} & -a_{23} \\
-a_{31} & -a_{32} & a_{33}
\end{array}\right)
$$

we set

$$
h_{1}(x, y, z):=\frac{\operatorname{det}(I-D+D A)^{\left(1, e_{3}\right)}}{\operatorname{det}(I-D+D A)}
$$

$$
\begin{align*}
& h_{2}(x, y, z):=\frac{\operatorname{det}(I-D+D A)^{\left(3, e_{3}\right)}}{\operatorname{det}(I-D+D A)} \\
& h_{3}(x, y, z):=\frac{\operatorname{det}(I-D+D A)^{\left(2, e_{3}\right)}}{\operatorname{det}(I-D+D A)} \tag{4.1}
\end{align*}
$$

where $D=\operatorname{diag}(x, y, z)$ and $0 \leq x, y, z \leq 1$. Then

$$
\begin{aligned}
& h_{1}(x, y, z) \leq \max \left\{h_{1}(0,0,0), h_{1}(1,0,0), h_{1}(1,0,1), h_{1}(1,1,0), h_{1}(1,1,1)\right\}, \\
& h_{2}(x, y, z) \leq \max \left\{h_{2}(0,0,0), h_{2}(0,1,0), h_{2}(1,1,0), h_{2}(0,1,1), h_{2}(1,1,1)\right\}, \\
& h_{3}(x, y, z) \leq \max \left\{h_{3}(0,0,0), h_{3}(0,0,1), h_{3}(1,0,1), h_{3}(0,1,1), h_{3}(1,1,1)\right\} .
\end{aligned}
$$

As introduced in Section 1, we need to consider (1.3) when $M$ is an $H$-matrix or $S$-SDD matrix. At first, let us see some conclusions for $I-D+D M$ if $M$ is an $H$-matrix.

Theorem 4.2 Let $M=\left(m_{i j}\right) \in \mathbb{R}^{n \times n}$ with positive diagonals be an $H$-matrix. Then $\widetilde{M}=I-D+D M:=\left(\widetilde{m}_{i j}\right)$ is also an H-matrix, where $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right), 0 \leq d_{i} \leq 1$, $1 \leq i \leq n$.

Proof As $M=\left(m_{i j}\right)$ is an $H$-matrix, then there exists a positive diagonal matrix $P=$ $\operatorname{diag}\left(p_{1}, \ldots, p_{n}\right)$ such that $M P$ is an SDD matrix,

$$
\begin{equation*}
\left|m_{i i}\right| p_{i}>\sum_{j \neq i}\left|m_{i j}\right| p_{j}, \quad i=1,2, \ldots, n . \tag{4.2}
\end{equation*}
$$

While considering $\widetilde{M}=I-D+D M:=\left(\widetilde{m}_{i j}\right)$, for any $i \in \mathbb{N}$,

$$
\begin{align*}
\left|\widetilde{m}_{i i}\right| p_{i}-\sum_{j \neq i}\left|\widetilde{m}_{i j}\right| p_{j} & =\left|1-d_{i}+m_{i i} d_{i}\right| p_{i}-\sum_{j \neq i}\left|m_{i j} d_{i}\right| p_{j} \\
& \geq\left|m_{i i}\right| d_{i} p_{i}-\sum_{j \neq i}\left|m_{i j}\right| d_{i} p_{j}  \tag{4.3}\\
& =d_{i}\left(\left|m_{i i}\right| p_{i}-\sum_{j \neq i}\left|m_{i j}\right| p_{j}\right) \tag{4.4}
\end{align*}
$$

$\geq 0$.
It is worthy to point out that the equivalence in (4.3) holds if and only $d_{i}=1$, and the equivalence in (4.4) holds if and only if $d_{i}=0$, thus

$$
\begin{equation*}
\left|\widetilde{m}_{i i}\right| p_{i}-\sum_{j \neq i}\left|\widetilde{m}_{i j}\right| p_{j}>0, \quad i \in \mathbb{N} \tag{4.5}
\end{equation*}
$$

which implies $\widetilde{M}=I-D+D M$ is still an $H$-matrix.
Lemma 4.3 Suppose $A$ is a nonsingular $M$-matrix with a positive diagonal matrix $T=$ $\operatorname{diag}\left(t_{1}, t_{2}, t_{3}\right)$ such that $A T$ is an $S D D$ matrix, where $t_{i} \geq 1, i=1,2,3$ and

$$
A=\left(\begin{array}{ccc}
\left|a_{11}\right| & -\left|a_{12}\right| & -\left|a_{13}\right|  \tag{4.6}\\
-\left|a_{21}\right| & \left|a_{22}\right| & -\left|a_{23}\right| \\
-\left|a_{31}\right| & -\left|a_{32}\right| & \left|a_{33}\right|
\end{array}\right),
$$

then

$$
\begin{aligned}
& \frac{\operatorname{det}((I-D+D A) T)^{\left(1, e_{3}\right)}}{\operatorname{det}(I-D+D A) T} \leq \frac{\operatorname{det}(I-D+D A T)^{\left(1, e_{3}\right)}}{\operatorname{det}(I-D+D A T)} \\
& \frac{\operatorname{det}((I-D+D A) T)^{\left(2, e_{3}\right)}}{\operatorname{det}(I-D+D A) T} \leq \frac{\operatorname{det}(I-D+D A T)^{\left(1, e_{3}\right)}}{\operatorname{det}(I-D+D A T)} \\
& \frac{\operatorname{det}((I-D+D A) T)^{\left(3, e_{3}\right)}}{\operatorname{det}(I-D+D A) T} \leq \frac{\operatorname{det}(I-D+D A T)^{\left(1, e_{3}\right)}}{\operatorname{det}(I-D+D A T)}
\end{aligned}
$$

where $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ with $0 \leq d_{i} \leq 1, i=1,2, \ldots, n$.
Proof Consider the linear equation

$$
\begin{equation*}
(I-D+D A) T x=e_{3}, \tag{4.7}
\end{equation*}
$$

by Theorem 4.2, $(I-D+D A) T$ is an $\operatorname{SDD} M$-matrix, so there is a unique solution for (4.7) denoted as

$$
x_{i}=\frac{\operatorname{det}((I-D+D A) T)^{\left(i, e_{3}\right)}}{\operatorname{det}(I-D+D A) T} \geq 0, \quad i=1,2,3
$$

Furthermore, consider the $i$-th row of (4.7), as $t_{i} \geq 1$ and $x_{i} \geq 0, i=1,2,3$, then

$$
\begin{equation*}
1=\left(1-d_{i}+d_{i}\left|a_{i i}\right|\right) t_{i} x_{i}-\sum_{j \neq i} d_{i}\left|a_{i j}\right| t_{j} x_{j} \leq 1-d_{i}+d_{i}\left|a_{i i}\right| t_{i} x_{i}-\sum_{j \neq i} d_{i}\left|a_{i j}\right| t_{j} x_{j} \tag{4.8}
\end{equation*}
$$

and (4.8) yields

$$
\begin{equation*}
(I-D+D A T) x \leq e_{3} \tag{4.9}
\end{equation*}
$$

It is easy to know, $I-D+D A T$ is still an SDD $M$-matrix because $A T$ is an SDD $M$-matrix. Thus by Lemma 2.5,

$$
\begin{equation*}
\frac{\operatorname{det}((I-D+D A) T)^{\left(i, e_{3}\right)}}{\operatorname{det}(I-D+D A) T}=x_{i} \leq \frac{\operatorname{det}(I-D+D A T)^{\left(i, e_{3}\right)}}{\operatorname{det}(I-D+D A T)}, \quad i=1,2,3 \tag{4.10}
\end{equation*}
$$

Therefore, the proof is completed.
Remark 4.4 In fact, for an $H$-matrix $A$, if there is positive diagonal matrix $T$ such that $A T$ is an SDD matrix, then a scalar matrix $k T(k \neq 0)$ is also a positive diagonal matrix $T$ such that $A(k T)$ is an SDD matrix. Thus, it is attainable to make $T \geq I$.

Therefore, by Theorems 4.2, 3.2 and Lemma 4.3, our error bound of LCPs for $H$-matrix is proposed.

Theorem 4.5 Let $M=\left(m_{i j}\right) \in \mathbb{R}^{n \times n}$ be an $H$-matrix with positive diagonals with positive diagonal matrix $T=\operatorname{diag}\left(t_{1}, \ldots, t_{n}\right)$ such that $M T$ is an $S D D$ matrix. Then

$$
\begin{align*}
& \max _{d \in[0,1]^{n}}\left\|(I-D+D M)^{-1}\right\|_{\infty} \\
& \leq \min _{\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathfrak{P}\left(\mathcal{N}_{3}\right)}\left\{\max _{\substack{p \in \alpha_{1} \\
q \in \alpha_{2} \\
r \in \alpha_{3}}}\left\{\max _{k \in\{1,2,3\}}\left\{\max _{i \in \alpha_{k}} t_{i} \cdot \max _{x, y, z \in\{0,1\}} h_{k}^{(p, q, r)}(x, y, z)\right\}\right\}\right\}, \tag{4.11}
\end{align*}
$$

where

$$
h_{k}^{(p, q, r)}(x, y, z)=\frac{\operatorname{det}(I-D+D M T)^{\left(k, e_{3}\right)}}{\operatorname{det}(I-D+D M T)}, \quad k=1,2,3
$$

with the matrix

$$
M T=\left(\begin{array}{ccc}
\left|m_{p p}\right| t_{p}-\sum_{p \neq j \in \alpha_{1}}\left|m_{p j}\right| t_{j} & -\sum_{j \in \alpha_{2}}\left|m_{p j}\right| t_{j} & -\sum_{j \in \alpha_{3}}\left|m_{p j}\right| t_{j}  \tag{4.12}\\
-\sum_{j \in \alpha_{1}}\left|m_{q j}\right| t_{j} & \left|m_{q q}\right| t_{q}-\sum_{q \neq j \in \alpha_{2}}\left|m_{q j}\right| t_{j} & -\sum_{j \in \alpha_{3}}\left|m_{q j}\right| t_{j} \\
-\sum_{j \in \alpha_{1}}\left|m_{r j}\right| t_{j} & -\sum_{j \in \alpha_{2}}\left|m_{r j}\right| t_{j} & \left|m_{r r}\right| t_{r}-\sum_{r \neq j \in \alpha_{3}}\left|m_{r j}\right| t_{j}
\end{array}\right) .
$$

Proof By the proof of Theorem 4.2, $I-D+D M$ is an $H$-matrix with the positive diagonal matrix $T$ such that $(I-D+D M) T$ is an SDD matrix, then by Theorem 3.2,

$$
\begin{aligned}
& \left\|(I-D+D M)^{-1}\right\|_{\infty} \\
& \quad \leq \min _{\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathfrak{P}\left(\mathbb{N}_{3}\right)} \max _{\substack{p \in \alpha_{1} \\
q \in \alpha_{2} \\
r \in \alpha_{3}}}\left\{\max _{k \in\{1,2,3\}}\left\{\max _{i \in \alpha_{k}} t_{i} \frac{\operatorname{det}((I-D+D M) T)^{\left(k, e_{3}\right)}}{\operatorname{det}(I-D+D M) T}\right\}\right\} \\
& \quad \leq \min _{\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathfrak{P}\left(\mathbb{N}_{3}\right)} \max _{\substack{p \in \alpha_{1} \\
q \in \alpha_{2} \\
r \in \alpha_{3}}}\left\{\max _{k \in\{1,2,3\}}\left\{\max _{i \in \alpha_{k}} t_{i} \frac{\operatorname{det}(I-D+D M T)^{\left(k, e_{3}\right)}}{\operatorname{det}(I-D+D M T)}\right\}\right\}
\end{aligned}
$$

with $M T$ in (4.12). Then by Lemma 4.3, the proof is completed.
Next, let us consider the case that $M$ is an $S$-SDD matrix.
Theorem 4.6 Let $M=\left(m_{i j}\right) \in \mathbb{R}^{n \times n}$ with positive diagonals be an $S$-SDD matrix. Then $\widetilde{M}=I-D+D M:=\left(\widetilde{m}_{i j}\right)$ is also an $S$-SDD matrix, where $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right), 0 \leq d_{i} \leq 1$, $1 \leq i \leq n$.

Proof As for

$$
\tilde{m}_{i j}= \begin{cases}1-d_{i}+d_{i} m_{i i}, & i=j \\ d_{i} m_{i j}, & i \neq j,\end{cases}
$$

then for any $i \in S$,

$$
\begin{equation*}
\left|\widetilde{m}_{i i}\right|-r_{i}^{S}(\widetilde{M})=1-d_{i}+d_{i} m_{i i}-d_{i} r_{i}^{S}(M) \geq d_{i}\left(m_{i i}-r_{i}^{S}(M)\right) \geq 0 \tag{4.13}
\end{equation*}
$$

And for any $i \in S, j \in S^{c}$,

$$
\begin{align*}
& \left(\left|\widetilde{m}_{i i}\right|-r_{i}^{S}(\widetilde{M})\right)\left(\widetilde{m}_{j j} \mid-r_{j}^{S^{c}}(\widetilde{M})\right)=\left(1-d_{i}+d_{i} m_{i i}-d_{i} r_{i}^{S}(M)\right)\left(1-d_{j}+d_{j} m_{j j}-d_{j} r_{j}^{S^{c}}(M)\right) \\
& \quad \geq d_{i}\left(m_{i i}-r_{i}^{S}(M)\right) d_{j}\left(m_{j j}-r_{j}^{S^{c}}(M)\right) \geq d_{i} d_{j} r_{i}^{S^{c}}(M) r_{j}^{S}(M) \\
& \quad=r_{i}^{S^{c}}(\widetilde{M}) r_{j}^{S}(\widetilde{M}) \tag{4.14}
\end{align*}
$$

It is worth pointing out that the equality of two inequalities in (4.13) and (4.18) cannot hold at the same time. Then for any $i \in S, j \in S^{c}$,

$$
\left\{\begin{array}{l}
\left|\widetilde{m}_{i i}\right|-r_{i}^{S}(\widetilde{M})>0, \\
\left(\left|\widetilde{m}_{i i}\right|-r_{i}^{S}(\widetilde{M})\right)\left(\widetilde{m}_{j j} \mid-r_{j}^{S^{c}}(\widetilde{M})\right)>r_{i}^{S^{c}}(\widetilde{M}) r_{j}^{S}(\widetilde{M}) .
\end{array}\right.
$$

Thus by Definition 1.1, $\widetilde{M}$ is also an $S$-SDD matrix.
By Theorem 4.2, for any $S$-SDD matrix $A$, if the positive diagonal matrix $W$ defined in (2.2) makes $A W$ an SDD matrix, then $(I-D+D M) W$ is also an SDD matrix, where $D=$ $\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ with $0 \leq d_{i} \leq 1, i=1,2, \ldots, n$. In addition, the similar results in Lemma 4.3 are also established for $S$-SDD matrix. Thus we obtain a new error bound of LCPs for $S$-SDD matrices.

Theorem 4.7 Let $M=\left(m_{i j}\right) \in \mathbb{R}^{n \times n}$ be an $S$-SDD matrices with positive diagonals. $I_{S}$ is defined as that in (2.3) and $0<\gamma \in I_{S}$, denote $\bar{W}=\operatorname{diag}\left(\bar{w}_{1}, \ldots, \bar{w}_{n}\right)$, where

$$
\bar{w}_{i}= \begin{cases}\gamma^{\operatorname{sgn}(\gamma-1)}, & i \in S  \tag{4.15}\\ \gamma^{\operatorname{sgn}(\gamma-1)-1}, & i \in S^{c}\end{cases}
$$

then

$$
\begin{align*}
& \max _{d \in[0,1]^{n}}\left\|(I-D+D M)^{-1}\right\|_{\infty} \\
& \leq \min _{\mathbb{N}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathfrak{P}\left(\mathcal{N}_{3}\right)}\left\{\max _{\substack{p \in \alpha_{1} \\
q \in \alpha_{2} \\
r \in \alpha_{3}}}\left\{\max _{k \in\{1,2,3\}}\left\{\max _{i \in \alpha_{k}} w_{i} \cdot \max _{x, y, z \in\{0,1\}} g_{k}^{(p, q, r)}(x, y, z)\right\}\right\}\right\}, \tag{4.16}
\end{align*}
$$

where $\operatorname{sgn}(x)$ is the sign function, and

$$
\begin{equation*}
g_{k}^{(p, q, r)}(x, y, z)=\frac{\operatorname{det}(I-D+D M W)^{\left(k, e_{3}\right)}}{\operatorname{det}(I-D+D M W)}, \quad k=1,2,3 \tag{4.17}
\end{equation*}
$$

with

$$
M W=\left(\begin{array}{ccc}
\left|m_{p p}\right| w_{p}-\sum_{p \neq j \in \alpha_{1}}\left|m_{p j}\right| w_{j} & -\sum_{j \in \alpha_{2}}\left|m_{p j}\right| w_{j} & -\sum_{j \in \alpha_{3}}\left|m_{p j}\right| w_{j}  \tag{4.18}\\
-\sum_{j \in \alpha_{1}}\left|m_{q j}\right| w_{j} & \left|m_{q q}\right| w_{q}-\sum_{q \neq j \in \alpha_{2}}\left|m_{q j}\right| w_{j} & -\sum_{j \in \alpha_{3}}\left|m_{q j}\right| w_{j} \\
-\sum_{j \in \alpha_{1}}\left|m_{r j}\right| w_{j} & -\sum_{j \in \alpha_{2}}\left|m_{r j}\right| w_{j} & \left|m_{r r}\right| w_{r}-\sum_{r \neq j \in \alpha_{3}}\left|m_{r j}\right| w_{j}
\end{array}\right) .
$$

At last, we will present some numerical experiments to show the efficiency and superiority of our error bounds. When compared with existing results, we recall some error bounds for $H$-matrices and $S$-SDD matrices as follows.

- García-Esnaola and Peña [26] presented an error bound of LCPs for $H$-matrix $M=\left(m_{i j}\right)$ with positive diagonal matrix $T=\operatorname{diag}\left(t_{i}\right)$ such that $M T$ is an SDD matrix as follows:

$$
\begin{equation*}
\max _{d \in[0,1]^{n}}\left\|(I-D+D M)^{-1}\right\|_{\infty} \leq \max \left\{\frac{\max _{i} t_{i}}{\min _{i}\left\{\beta_{i}\right\}}, \frac{\max _{i} t_{i}}{\min _{i}\left\{t_{i}\right\}}\right\} \tag{4.19}
\end{equation*}
$$

where $\beta_{i}=\left|m_{i i}\right| t_{i}-\sum_{j \neq i}\left|m_{i j}\right| t_{j}$.

- García-Esnaola and Peña [24] presented an error bound of LCPs for $S$-SDD matrices as follows:

$$
\max _{d \in[0,1]^{n}}\left\|(I-D+D M)^{-1}\right\|_{\infty} \leq\left\{\begin{array}{l}
\max \left\{\frac{\gamma}{\bar{\beta}}, \gamma\right\}, \gamma>1  \tag{4.20}\\
\max \left\{\frac{1}{\bar{\beta}}, \frac{1}{\gamma}\right\}, \gamma<1
\end{array}\right.
$$

where $W=\operatorname{diag}\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ with $w_{i}=\left\{\begin{array}{l}\gamma, i \in S \\ 1, i \in S^{c}\end{array}, \gamma \in I_{S}\right.$ and $\bar{\beta}=\min _{i \in \mathbb{N}}\left|a_{i i}\right| w_{i}-$ $\sum_{j \neq i}\left|a_{i j}\right| w_{j}$.

In the experiments, we just choose two partitions as that in the numerical experiments of Section 3 and make the parameter $\gamma$ as that in (3.12).

Recalling (1.2), we first compute a numerical solution to $\operatorname{LCP}(M, q)$, because it exists in $r(x)=\min \{x, M x+q\}$. In the experiments, we apply the modulus-based matrix splitting iteration method [1] to obtain the numerical solution.

Algorithm 1 ([1]) (Modulus-Based Matrix Splitting Iteration Method)

1. Let $M=Q_{1}-Q_{2}$ be a splitting of the matrix $M \in \mathbb{R}^{n \times n}, \Lambda$ be a positive diagonal matrix, and $\eta$ be a positive constant.
2. Given an initial vector $y^{(1)} \in \mathbb{R}^{n}$, determine $y^{(k+1)} \in \mathbb{R}^{n}$ from the system

$$
\left(\Lambda+Q_{1}\right) y^{(k+1)}=Q_{2} y^{(k)}+(\Lambda-M)\left|y^{(k)}\right|-\eta q, \quad k=1,2, \ldots,
$$

set

$$
x^{(k)}:=\frac{1}{\eta}\left(y^{(k)}+\left|y^{(k)}\right|\right), \quad k=1,2, \ldots .
$$

3. Go until the sequence $\left\{x^{(k)}\right\}$ converges.

Finding a numerical solution $x$ of $\operatorname{LCP}(M, q)$ by Algorithm 1, we obtain $r(x)=\min \{x, M x+$ $q\}$. Combining upper bounds for $\max _{d \in[0,1]^{n}}\left\|(I-D+D M)^{-1}\right\|_{\infty}$ leads to the error estimates for $\operatorname{LCP}(M, q)$ in (1.2).

Example 4.8 Let $M=\left(m_{i j}\right) \in \mathbb{R}^{n \times n}$ be a random $H$-matrix generated by matlab code:
$M=-\operatorname{randi}([1,100], n, n), R=\operatorname{sum}\left(M^{\prime}\right), \gamma=0.2+a b s(\operatorname{exprnd}(3, n, 1)), d=0.2+\operatorname{rand}(n, 1)$ for $i=1: n$
$M(i, i)=M(i, i)-R(i)+\gamma(i)$
end
$\mathrm{M}=\mathrm{M}^{*} \operatorname{diag}(\mathrm{~d})$

$$
q=-M \cdot x, \quad \text { where } \quad x=(2,2,2, \ldots, 2)^{\mathrm{T}}
$$

Then $M$ is an $H$-matrix with positive matrix $D=\operatorname{diag}\left(\frac{1}{d_{1}}, \ldots, \frac{1}{d_{n}}\right)$ such that $M D$ is an SDD matrix. In addition, the exact solution of $\operatorname{LCP}(M, q)$ is $x=(2,2, \ldots, 2)$. We will compute the numerical solution $x^{*}$ of $\operatorname{LCP}(M, q)$ by Algorithm 1, and measure the real error as $\left\|x-x^{*}\right\|_{\infty}$. In addition, we would compute the error bounds by (4.20) and (4.16). Here, we increase the size of matrix $n$ from 5 to 100, and all results are plotted in Figure 2. For better observing difference between our bounds and the existing one, we plot the natural logarithm for all error bounds.


Figure 2 The estimations of $\left\|(I-D+D M)^{-1}\right\|_{\infty}$ for $H$-matrix $M$ with increasing orders
From Figure 2, our error bounds are efficiency and accuracy, and as long as the size of matrix $M$ increases, our error bounds are also more stable than existing ones. This example illustrates that our error bounds are more accurate and stable in some cases.

In the rest examples, we only consider the upper bounds of $\left\|(I-D+D M)^{-1}\right\|_{\infty}$. Firstly, let us see the case for some random $H$-matrices $M$.

Example 4.9 We generate some random $H$-matrices by the following matlab code:

$$
\begin{gathered}
A=-\operatorname{randi}([1,100], n, n), \gamma=0.01+\operatorname{exprnd}(3, n, 1), R=\operatorname{sum}\left(A^{\prime}\right), d=0.02+\operatorname{rand}(n, 1), \\
\text { for } i=1: n \\
A(i, i)=A(i, i)-R(i)+\gamma(i) ; \\
\text { end } \\
A=A * \operatorname{diag}(d) .
\end{gathered}
$$

Then $A$ is an $H$-matrix with positive diagonal matrix $\widetilde{D}=\operatorname{diag}\left(\frac{1}{d_{1}}, \ldots, \frac{1}{d_{n}}\right)$ such that $A \widetilde{D}$ is an SDD matrix. Then the upper bounds for $\left\|(I-D+D M)^{-1}\right\|_{\infty}$ computed by (4.20) and (4.16) are plotted in Figure 3 with parameter $\gamma$ in (3.12). From the results in Figure 3, it is not hard to see that our results are sharper and more stable, which shows the efficiency and superiority of our result.

Example 4.10 Consider the $S$-SDD matrix in the Example in [24],

$$
M=\left(\begin{array}{cccccc}
3 & -1 & 0 & 0 & -1 & 0 \\
-1 & 5 & -1 & -1 & 0 & -1 \\
-2 & -1 & 7 & -1 & -2 & 0 \\
-\frac{1}{2} & -\frac{1}{2} & -\frac{1}{4} & 3 & -1 & -1 \\
-\frac{2}{5} & -\frac{1}{5} & -\frac{1}{2} & -1 & 6 & -3 \\
-\frac{1}{3} & -\frac{2}{5} & -\frac{2}{5} & -1 & -1 & 3
\end{array}\right) .
$$

Take the set $S=\{1,2,3\}$ and $S^{c}=\{4,5,6\}$. Then $I_{S}=\left(\frac{3}{4}, \frac{4}{5}\right)$. We choose $0<\gamma \in I_{S}$, and compute bounds for $\left\|(I-D+D M)^{-1}\right\|_{\infty}$ by (4.20) and (4.16) with increasing $\gamma$, all bounds are
plotted in Figure 4. From the results in Figure 4, our bounds are more accurate with the same $\gamma$. Furthermore, our results may have not attained the smallest upper bounds. Thus our error bound is more efficient in some cases.


Figure 3 The estimations of $\left\|(I-D+D M)^{-1}\right\|_{\infty}$ for $H$-matrix $M$ with increasing orders


Figure 4 The estimations of $\left\|(I-D+D M)^{-1}\right\|_{\infty}$ for $S$-SDD matrix $M$ with different parameter $\gamma$


Figure 5 The estimations of $\left\|(I-D+D M)^{-1}\right\|_{\infty}$ for $S$-SDD matrix $M$ with different parameter $\gamma$

Taking $S=\{4,5,6\}$ and $S^{c}=\{1,2,3\}$, we have $I_{S}=\left(\frac{5}{4}, \frac{4}{3}\right)$. Similarly, we plot all results in Figure 5. From the results in Figure 5, our error bounds are also of more efficiency and accuracy. It also shows the superiority of our results.

## 5. Concluding remarks

By partition reduction method, we present new upper bounds of the inverse of $H$-matrices including $S$-SDD matrices, which are more accurate in some cases. When we apply the upper bound to error bound of LCPs, new error bounds of LCPs for $H$-matrices and $S$-SDD matrices are presented, and they are also sharper than existing ones in some cases.

Acknowledgements We thank the referees for their time and comments.

## References

[1] Zhongzhi BAI. Modulus-based matrix splitting iteration methods for linear complementarity problems. Numer. Linear Algebra Appl., 2010, 17(6): 917-933.
[2] Xiaojun CHEN, Shuhuang XIANG. Perturbation bounds of $P$-matrix linear complementarity problems. SIAM J. Optim., 2007, 18(4): 1250-1265.
[3] U. SCHÄFER. A linear complementarity problem with a P-matrix. SIAM Rev., 2004, 46(2): 189-201.
[4] R. W. COTTLE, J. S. PANG, R. E. STONE. The Linear Complementarity Problem. SIAM, Philadelphia, PA, 2009.
[5] Xiaojun CHEN, Shuhuang XIANG. Computation of error bounds for $P$-matrix linear complementarity problem. Math. Program., Ser. A, 2006, 106(3): 513-525.
[6] Tingzhu HUANG. Estimation of $\left\|A^{-1}\right\|_{\infty}$ and the smallest singular value. Comput. Math. Appl., 2008, 55(6): 1075-1080.
[7] Chaoqian LI. Schur complement-based infinity norm bounds for the inverse of SDD matrices. Bull. Malays. Math. Sci. Soc., 2020, 43(5): 3829-3845.
[8] N. MORAC̆A. Bounds for norms of the matrix inverse and the smallest singular value. Linear Algebra Appl., 2008, 429(10): 2589-2601.
[9] Guanghui CHENG, Tingzhu HUANG. An upper bound for $\left\|A^{-1}\right\|_{\infty}$ of strictly diagonally dominant $M$ matrices. Linear Algebra Appl., 2007, 426(2-3): 667-673.
[10] J. M. VARAH. A lower bound for the smallest singular value of a matrix. Linear Algebra Appl., 1975, 11(1): 3-5.
[11] Ping WANG. An upper bound for $\left\|A^{-1}\right\|_{\infty}$ of strictly diagonally dominant $M$-matrice. Linear Algebra Appl., 2009, 431(5-7): 511-517.
[12] Feng WANG, Deshu SUN, Jianxing ZHAO. New upper bounds for $\left\|A^{-1}\right\|_{\infty}$ of strictly diagonally dominant M-matrices. J. Inequal. Appl., 2015, 2015: 172, 8 pp.
[13] M. GARCíA-ESNAOLA, J. M. PEÑA. Error bounds for linear complementarity problems for B-matrices. Appl. Math. Lett., 2009, 22(7): 1071-1075.
[14] Chaoqian LI, Yaotang LI. Note on error bounds for linear complementarity problems for B-matrices. Appl. Math. Lett., 2016, 57: 108-113.
[15] Yebo XIONG, Jianzhou LIU. Norm estimates for the inverses of strictly diagonally dominant $M$-matrices and linear complementarity problems. East Asian J. Appl. Math., 2021, 11(3): 487-514.
[16] Pingfan DAI. Error bounds for linear complementarity problems of DB-matrices. Linear Algebra Appl., 2011, 434(3): 830-840.
[17] M. GARCíA-ESNAOLA, J. M. PEÑA. Error bounds for linear complementarity problems involving $B^{S_{-}}$ matrices. Appl. Math. Lett., 2012, 25(10): 1379-1383.
[18] M. GARCíA-ESNAOLA, J. M. PEÑA. B-Nekrasov matrices and error bounds for linear complementarity problems. Numer. Algorithms, 2016, 72(2): 435-445.
[19] Pingfan DAI, Yaotang LI, Changjing LU. Error bounds for linear complementarity problems for $S B$-matrices. Numer. Algorithms, 2012, 61(1): 121-139.
[20] Pingfan DAI, Changjing LU, Yaotang LI. New error bounds for the linear complementarity problem with an SB-matrix. Numer. Algorithms, 2013, 64(4): 741-757.
[21] Tingting CHEN, Wen LI, Xianping WU, et al. Error bounds for linear complementarity problems of MBmatrices. Numer. Algorithms, 2015, 70(2): 341-356.
[22] M. GARCíA-ESNAOLA, J. M. PEÑA. Error bounds for linear complementarity problems of Nekrasov matrices. Numer. Algorithms, 2014, 67(3): 655-667.
[23] Lei GAO, Yaqiang WANG, Chaoqian LI, et al. Error bounds for linear complementarity problems of $S$ Nekrasov matrices and B-S-Nekrasov matrices. J. Comput. Appl. Math., 2018, 336: 147-159.
[24] M. GARCíA-ESNAOLA, J. M. PENAA. Error bounds for the linear complementarity problem with a $\Sigma$-SDD matrix. Linear Algebra Appl., 2013, 438(3): 1339-1346.
[25] Zhifeng WANG, Chaoqian LI, Yaotang LI. Infimum of error bounds for linear complementarity problems of $\Sigma-S D D$ and $\Sigma_{1}-S S D$ matrices. Linear Algebra Appl., 2019, 581: 285-303.
[26] M. GARCíA-ESNAOLA, J. M. PEÑA. A comparison of error bounds for linear complementarity problems of H -matrices. Linear Algebra Appl., 2010, 433(5): 956-964.
[27] Pingfan DAI, Jicheng LI, Yaotang LI, et al. Error bounds for linear complementarity problems of $Q N$ matrices. Calcolo, 2016, 53(4): 647-657.
[28] Jicheng LI, Ge LI. Error bounds for linear complementarity problems of $S-Q N$ matrices. Numer. Algorithms, 2020, 83(3): 935-955.
[29] Yiming GAO, Xiaohui WANG. Criteria for generalized diagonally dominant matrices and M-matrices. Linear Algebra Appl., 1992, 169: 257-268.
[30] L. CVETOVIĆ, V. KOSTIC, R. S. VARGA. A new Geršgorin-type eigenvalue inclusion set. Electron. Trans. Numer. Anal., 2014, 18: 73-80.
[31] Jianzhou LIU, Zejun HUANG, Juan ZHANG. The dominant degree and disc theorem for the Schur complement of matrix. Appl. Math. Comput., 2010, 215(12): 4055-4066.
[32] Jianzhou LIU, Fuzhen ZHANG. Disc seperation of the Schur complements of diagonally dominant matrices and determinant bounds. SIAM J. Matrix Anal. Appl., 2005, 27(3): 665-674.
[33] Jianzhou LIU, Juan ZHANG, Lixin ZHOU, et al. The Nekrasov diagonally dominant degree on the Schur complement of Nekrasov matrices and its applications. Appl. Math. Comput., 2018, 320: 251-263.
[34] A. BERMAN, R. J. PLEMONS. Nonnegative Matrices in the Mathematical Sciences. Society for Industrial and Applied Mathematics, Philadelphia, 1994.
[35] R.A. HORN, C. R. JOHNSON. Topics in Matrix Analysis. Cambridge University Press, Cambrdge, 1991.
[36] N. MORAC̆A. Upper bounds for the infinity norm of the inverse of $S D D$ and $S-S D D$ matrices. J. Comput. Appl. Math., 2007, 206(2): 666-678.


[^0]:    Received March 17, 2023; Accepted July 8, 2023
    Supported by the Scientific Research Project of Education Department of Hunan Province (Grant No. 21C0837). E-mail address: styxiongyb@hnfnu.edu.cn

